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Abstract
This document presents a secondary resilient control on an islanded inverter-based microgrid.
The studies of the system are done in a microgrid with six inverters under four scenarios of
cyber-attacks either in the controller or in the communication links. The control architecture is
presented in a hierarchical framework with decentralized primary control and a distributed se-
condary control based on a cooperative scheme, including two observer designs to withstand the
attacks in the system. The synchronization of frequency and voltage is reached despite an at-
tack event under the adequate selection of the control strategy. The e�ectiveness of the proposed
control architectures is probed through simulations in Simulink, Matlab®.

Keywords: resilient, control, microgrid, inverter, cyber-attack, communication-link, cooperati-
ve, observer.

Resumen
Este documento presenta un control secundario resiliente para una microrred aislada basada en
inversores. Los estudios del sistema se realizan en una microrred con seis inversores en cuatro
escenarios de ciber-ataque, ya sea en el controlador o en los enlaces de comunicación. La arqui-
tectura de control se presenta en un marco jerárquico con control primario descentralizado y
control secundario distribuido basado en un esquema cooperativo, que incluye dos diseños de
observadores para resistir los ataques en el sistema. La sincronización de frecuencia y voltaje se
alcanza a pesar de un evento de ataque bajo la adecuada selección de la estrategia de control.
La efectividad de las arquitecturas de control propuestas se prueba mediante simulaciones en
Simulink, Matlab®.

Palabras clave: control, resiliente, microrred, inversor, ciber-ataque, cooperativo, observador.





Content

Acknowledgments vii

Abstract ix

List of figures xiii

List of tables xvii

1 Introduction 21

1.1 Context of the Microgrids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.2 Bene�ts and Components of the Microgrids . . . . . . . . . . . . . . . . . . . . . 22
1.3 Cyber-Physical Risk and Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.4 Scope of this Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2 Models of AC Islanded Microgrids 25

2.1 The Generator Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.1.1 The Inverter Bridge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.1.2 The Power Controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.1.3 The Voltage Controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.1.4 The Current Controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.1.5 Compact Model of the Controller . . . . . . . . . . . . . . . . . . . . . . . 32

2.2 The Branch Connection Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.2.1 The Output Connector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.2.2 Power Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3 Control Strategies for Microgrids 39

3.1 Primary Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.1.1 Zero Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.1.2 Primary Frequency Control . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.1.3 Primary Voltage Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42



xii Content

3.2 Secondary Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3 Tertiary Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.4 Islanded vs Connected - grid Microgrids . . . . . . . . . . . . . . . . . . . . . . . 48

4 Models of Sophisticated A�acks on Islanded Microgrids 51

4.1 Controller Attacks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.1.1 O�setting the Controller Set-points . . . . . . . . . . . . . . . . . . . . . . 52
4.1.2 Hijacking the Entire Controller . . . . . . . . . . . . . . . . . . . . . . . . 53
4.1.3 Sensor/Actuator Compromised . . . . . . . . . . . . . . . . . . . . . . . . 54

4.2 Communication Links Attacks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2.1 O�setting the Communication Data . . . . . . . . . . . . . . . . . . . . . 55
4.2.2 Hijacking the Entire Communication Link . . . . . . . . . . . . . . . . . . 56

5 Resilient Secondary Cooperative Control 57

5.1 Graph Basics and Connectivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.1.1 Matrix Representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.1.2 Spectral Properties and Connectivity . . . . . . . . . . . . . . . . . . . . . 63

5.2 Agents’ Dynamics and Consensus Protocols . . . . . . . . . . . . . . . . . . . . . 64
5.2.1 First-order Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.2.2 Second-order Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

5.3 Distributed Cooperative Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.3.1 Secondary Frequency Control . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.3.2 Secondary Voltage Control . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

5.4 Observer-based Cooperative Control . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.4.1 Observer Design 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.4.2 Observer Design 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

5.5 Case Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.5.1 System Con�guration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.5.2 Communication Layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.5.3 Scenarios Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

6 Conclusions and Recommendations 103

6.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.2 Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

References 104



List of Figures

2-1 General scheme of a microgrid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2-2 VCVSI generator. From [9]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2-3 Simpli�ed topology of a three phase inverter bridge. From [16]. . . . . . . . . . . 27
2-4 Power estimation process. From [9] . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2-5 Voltage controller. From [9] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2-6 Current controller. From [9] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2-7 Inverter connected to the AC common bus. . . . . . . . . . . . . . . . . . . . . . . 35

3-1 Primary control functions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3-2 Primary control and zero Control. . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3-3 Secondary control variations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3-4 Primary and secondary control synergy for the cooperative control approach. . . 48
3-5 Reference values of frequency and voltage for both islanded and connected mode. 49

5-1 General graph illustration: (a) Graph components; (b) Digraph. . . . . . . . . . . . 58
5-2 Example of graph notation. From [36] . . . . . . . . . . . . . . . . . . . . . . . . . 60
5-3 Example of digraph notation. From [36] . . . . . . . . . . . . . . . . . . . . . . . . 60
5-4 Agents’ dynamics and some consensus protocols. . . . . . . . . . . . . . . . . . . 68
5-5 Observer design 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5-6 Observer design 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5-7 Original IEEE 34 node test feeder. . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5-8 IEEE 34 node test feeder modi�ed with six inverters. . . . . . . . . . . . . . . . . 77
5-9 Inverters connection to the AC bus. . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5-10 IEEE 34 bus modi�ed with the communication layer. . . . . . . . . . . . . . . . . 79
5-11 Communication network topology of the microgrid with 6 inverters. (a) General

graph. (b) Graph with the references pinned to the leader node. . . . . . . . . . . 79
5-12 Constant disturbance attack to communication link of inverter 2. . . . . . . . . . 82
5-13 Hijacking attack to communication link of inverter 2. . . . . . . . . . . . . . . . . 82
5-14 Communication graph topology of Figure 5-11 with the edge v2v3 disconnected. . 83



xiv List of Figures

5-15 Physical disconnection of DG2 from the common bus. . . . . . . . . . . . . . . . . 83
5-16 Frequency response of the system with the conventional cooperative control un-

der a constant disturbance attack of 0.2 Hz in the controller of inverter 2 in t = 1

s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5-17 Voltage response of the system with the conventional cooperative control under

a constant disturbance attack of 0.2 Hz in the controller of inverter 2 in t = 1 s. . 86
5-18 Frequency response of the system with the conventional cooperative control un-

der a hijacking attack of 60.2 Hz in the controller of inverter 2 in t = 1 s. . . . . . 87
5-19 Voltage response of the system with the conventional cooperative control under

a hijacking attack of 60.2 Hz in the controller of inverter 2 in t = 1 s. . . . . . . . 87
5-20 Frequency response of the system using the conventional cooperative control un-

der a constant disturbance attack of 0.2 Hz in the communication link of inverter
2 in t = 1 s. (a) Frequency response before the attack deployment (measured
value). (b) Frequency signal received by the secondary control . . . . . . . . . . . 88

5-21 Voltage response of the system using the conventional cooperative control under
a constant disturbance attack of 0.2 Hz in the communication link of inverter 2
in t = 1 s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5-22 Frequency response of the system using a frequency observer-based cooperative
control (design 1) under a a hijacking attack of 60.2 Hz in the controller of inverter
2 in t = 1 s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

5-23 Voltage response of the system using a frequency observer-based cooperative
control (design 1) under a hijacking attack of 60.2 Hz in the controller of inverter
2 in t = 1 s for two di�erent values of coupling gain: (a) cv = 120 and (b) cv = 200. 91

5-24 Frequency response of the system using a frequency observer-based cooperative
control (design 1) under a hijacking attack of 60.2 Hz in the controller of inverter
2 in t = 1 s. Disconnection of node 2 from the graph in t = 6 s. . . . . . . . . . . . 91

5-25 Voltage response of the system with a frequency observer-based cooperative con-
trol (design 1) under a hijacking attack of 60.2 Hz in the controller of inverter 2
in t = 1 s. Disconnection of node 2 from the graph in t = 6 s. . . . . . . . . . . . . 92

5-26 Voltage response of the system with a cooperative control using observers for fre-
quency and voltage (design 1) under a hijacking attack of 60.2 Hz in the controller
of inverter 2 in t = 1 s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5-27 Voltage response of the system with a cooperative control using observers for
frequency and voltage (design 1) under a hijacking attack of 60.2 Hz in the con-
troller of inverter 2 in t = 1 s. Disconnection of node 2 from the graph in t = 6

s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93



List of Figures xv

5-28 Voltage response of the system with a cooperative control using observers for
frequency and voltage (design 1) under a constant disturbance attack of 0.2 Hz in
the communication link of inverter 2 in t = 1 s. . . . . . . . . . . . . . . . . . . . 94

5-29 Frequency response of the system using the design 2 of the observer based-cooperative
control under a constant disturbance attack of 0.2 Hz in the controller of inverter
2 in t = 1 s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5-30 Voltage response of the system using the design 2 of the observer based-cooperative
control under a constant disturbance attack of 0.2 Hz in the controller of inverter
2 at t = 1 s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5-31 Frequency response of the system using the design 2 of the observer-based coope-
rative control under a hijacking attack of 60.2 Hz in the controller of inverter 2
in t = 1 s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5-32 Voltage response of the system using the design 2 of the observer-based coope-
rative control under a hijacking attack of 60.2 Hz in the controller of inverter 2
in t = 1 s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5-33 Frequency response of the system with the design 2 of the observer-based coope-
rative control under a constant disturbance attack of 0.2 in the communication
link of inverter 2 in t = 1 s. (a) Frequency response before the attack deployment
(measured value). (b) Frequency signal received by the secondary control. . . . . 98

5-34 Voltage response of the system with the design 2 of the observer-based coopera-
tive control under a constant disturbance attack of 0.2 Hz in the communication
link of inverter 2 in t = 1 s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5-35 Frequency response of the system with the design 2 of the observer-based coope-
rative control under a hijacking attack of 60.2 Hz in the communication link of
inverter 2 in t = 1 s. (a) Frequency response before the attack deployment (mea-
sured value). (b) Frequency signal received by the secondary control. . . . . . . . 100

5-36 Voltage response of the system with the design 2 of the observer-based coope-
rative control under a hijacking attack of 60.2 Hz in the communication link of
inverter 2 in t = 1 s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100





List of Tables

5-1 Transformer speci�cations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5-2 Parameters of the inverters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5-3 Implemented cyber-attack experiments. . . . . . . . . . . . . . . . . . . . . . . . . 84
5-4 Performance response of the control schemes under di�erent attack scenarios. . . 101





1 Introduction

1.1. Context of the Microgrids

Even though renewable energies have been a topic in discussion for more than twenty years, it
is only recently that it has gained strength as a research interest [14]. The introduction of new
technologies in the control and monitoring of electrical power grids, such as smart metering and
the concept of distributed generation, has changed the paradigm of control in power grids. Smart
grids appear as a proper solution to the new necessities, including new structures and approaches
such as the microgrids [38]. A microgrid is a small local network performing a similar task to the
main power grid, but its generation sources are usually renewable. Microgrids can work either
connected to the main grid or as an autonomous system, i.e., connected-mode or islanded mode.
Microgrids provide high-quality power as well as proper coordination through their distributed
generators (DGs) [58, 37].

Communication networks became an essential component in these new systems, which increa-
singly operate on open networks with many bene�ts, but also with cyber-security challenges [53,
27]. The electric power system is a cyber-physical infrastructure, and as such, it is prone to cyber-
threats throughout all their components and levels, including generation, distribution, and con-
sumption [4]. Microgrids have similar elements to the main power grid. Their structure is com-
plex, and designing their control and protection systems is di�cult [9]. Nevertheless, microgrids
also have many bene�ts such as excellent system reliability, the inclusion of plug-and-play stora-
ge systems, auto-restoration (also known as an autogenous start-up, or black start, after an event
of partial or total network failure), and an active load control [39].

Despite the associated cybernetic risk and their intrinsic complexities, microgrids o�er a plet-
hora of bene�ts that outweigh those perils, and therefore their use will only increase and will
become ubiquitous. For governments, developing strategies to protect these infrastructures be-
come an essential task since system failures and system hijackings mainly would be catastrophic
endangering lives, as well as the entire economy of a country [5].
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1.2. Benefits and Components of the Microgrids

One of the most representative bene�ts, among the multiple, that microgrids have to o�er is their
Plug-and-play (PnP) capability. PnP enables the devices to be connected or disconnected without
having to change the system con�guration; examples are inverters and electric vehicles. PnP also
allows the microgrid to be connected to or disconnected from the main power grid without having
to modify its structure or its control parameters. When connected, the microgrid is said to be in
grid-connected mode. When disconnected, the microgrid is said to be in an islanded mode. The
selection of operation mode implies di�erences in how the control strategy works.

Most control architectures used for microgrids are hierarchical and include three basic control
levels. The �rst level (the primary control) works autonomously and in a decentralized way; this
level is in charge of providing the adequate exchange of power among the inverters through
the regulation of the values of frequency and voltage. The second level (the secondary control)
must guarantee the synchronization of voltage and frequency values in the DGs. Finally, the
third level (the tertiary control) is in charge of operational and economic aspects, such as optimal
dispatch, which refers to the �ow of active and reactive power between the main network and
the microgrid [58]. In grid-connected mode, the main grid performs the tasks of the secondary
control. In other words, the set-points for frequency and voltage in the microgrid are imposed
externally from the main grid [9]. In this mode of operation, both the microgrid and the main
grid work together to supply the loads requirements. In islanded mode, the microgrid itself must
perform the tasks of the secondary control [58].

As in the main grid, microgrids need to be also “smart”. They require mechanisms to switch
between modes, and sensors and actuators to monitor and command each component in the
system for each level of the control hierarchy [9].

1.3. Cyber-Physical Risk and Limitations

In the hierarchy of the microgrid, the physical risk appears in the �rst level of control. Here, the
attacks are performed locally in any of the components of the inverter bridge, e.g., the sensors,
or the actuators, extensively studied in the literature [18, 41, 15]. On the other hand, cyber-risk
appears in the second level, which includes the critical communication layer through which a
large volume of information is exchanged. Accordingly, the attacks may occur in 1) the commu-
nication links of the DGs or 2) in the controller of an inverter [28]. Examples of cyber-attacks are
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the alteration of the signal or the hijacking of the signal. For the particular case of a microgrid,
the altered signal could be either the frequency or the voltage values.

Traditional control architectures can be used to mitigate noise disturbances, or to estimate latent
variables (those variables that can not be measured directly). Most conventional �lters aim to
mitigate random noise and are not suitable for the case of attacks where the disturbance in the
variables has been deliberately designed [2]. In an attack, measurements can be completely false,
albeit within an available range of values. Methods to recover from an attack are philosophically
di�erent from those to ameliorate noise [6, 5]. For example, in a signal hijacking, variable readings
could be false and controlled by the adversary, who attempts to produce a break down in the
system [27].

In some electric power dispatch centers, the strategies used to deal with cyber-threats are based
on disconnecting a�ected equipment, once an incoming threat is detected, e.g., the case in the
Colombian National Center of Dispatch manged by XM, as stated by an Intercolombia engineer
during the Fifth Colombian Seminar in Power Systems SASE 2019 [48]. Although it could be an
e�ective solution, it is not viable in distributed generation systems, like in a microgrid, which
must supply the demand reliably and continuously.

The National Association of Regulatory Utility Commissioners (NARUC) in the USA, has deve-
loped detailed guidelines for an integrated cyber-security risk management speci�cally for the
electrical power sector [12, 32, 17]. Just in 2018, big oil companies invested more than 1.87 billion
dollars in the development of their cyber-security infrastructure [22], which is an indication of
the size of the problem.

1.4. Scope of this Work

The focus of this work is to establish a methodology for the resilient control strategy of a micro-
grid, operating in islanded mode, under cyber-attack in its communication links. The scope of
the work includes: 1) modeling the microgrid as a cyber-physical system, 2) modeling a di�erent
kind of attacks that could occur in the communication links, 3) developing a control strategy to
keep the microgrid operational during attacks, and 4) validating the proposed control strategies
in a simulation tested using the IEEE 34-bus in Matlab® and Simulink® with Simscape Electrical®.

The rest of this document is set up as follows: Chapter 2 introduces the basic concepts of the
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microgrid, its main components, and the job of each component into the system. Also, it introdu-
ces the building elements of the DG, such as the inverter and its controllers. Chapter 3 presents
the control strategies for all the levels in the hierarchy, including frequency and voltage contro-
llers. Chapter 4 describes the mathematical models and methods used to represent attacks on a
microgrid. Chapter 5 presents a proposal for a resilient control strategy to attacks on the commu-
nication links, as well as the case studies and results. Finally, Chapter 6 presents the conclusions
of this work and proposes future work on how to expand this research further.



2 Models of AC Islanded Microgrids

Even though a microgrid is a local electrical network, its modeling can be as complex as the one
for the wide area electrical system. This local network is composed of coupled electrical systems,
sensors and actuators, and communication networks. Therefore, a microgrid is a cyber-physical
system, and its modeling must take into account all the complexities of such systems.

The microgrid could be seen as an electrical interconnected multi-agent system, where each of
the agents has a speci�c behavior or model, and all of them are coupled with buses, branches,
and nodes. A general scheme of a microgrid could be seen in Figure 2-1.

In Figure 2-1, the bus is an electric transmission system that supports the power �ow in the
microgrid. The branches are the connections between the bus and any node, and �nally, a node
could be either a generator or a power load.

The microgrid is properly modeled by a coupled model of the generators, the branches, and loads
connected to the bus. The following sections focus on describing the individual models of each
component and the interaction among them.

Figure 2-1: General scheme of a microgrid
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Figure 2-2: VCVSI generator. From [9].

2.1. The Generator Model

The generator is a pivotal component of the microgrid model, especially in islanded mode, given
that it provides power to the system and keeps the network operation. The most energy sources in
islanded microgrids are renewable, whose energy is usually produced in direct current (DC) and
stored in battery banks. Then, a three-phase inverter bridge is needed to transform the generated
DC energy into alternating current (AC), to make possible the interaction with the connected
loads and the eventual connection with the main power grid. Figure 2-2 illustrates a general
diagram of the internal structure of a generator; in this case, a VCVSI (Voltage-Controlled Voltage
Source Inverter), which is mainly adopted from [9].

In general, the output of the inverter is a set of three-phase near-sinusoidal waves. The LC �l-
ter helps to decrease the distortion caused by switching e�ects and provides a generator output
with lower total harmonic distortion. The internal computations require measurements of output
voltages and currents in all controllers. These terms belong to a three-phase system, abc. Howe-
ver, in order to simplify computations, these 3-phase quantities can be transformed into direct-
quadrature components (dq) using the Dq0 Transform. The Dq0 transformation is a tensor that
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Figure 2-3: Simpli�ed topology of a three phase inverter bridge. From [16].

maps a 3-phase quantity into two components (in the case of balanced systems) named d and q.
Figure 2-2 exhibits a typical con�guration for the interconnection of the zero and primary con-
trollers.

2.1.1. The Inverter Bridge

A 3-phase inverter bridge is a standard interconnection of power transistors that converts DC
voltages into a sinusoidal AC signal. The transistors are activated using a PWM scheduling, which
e�ectively divides the signal into time slots where speci�c transistors should be conducting. The
size of such time slots will limit the resolution of the sinusoidal output. Hence, an LC low-pass
�lter is required to reduce the total harmonic distortion of the output signal. Figure 2-3 shows
the topology of a typical inverter bridge, including its output �lter.

The design of inverter bridges is a topic of itself [16, 34, 57], and a state-of-the-art review on the
matter can be found in [25] and [59].

The inverter’s output line current il (as seen in Figure 2-2), can be represented by its dq compo-
nents, from the Dq0 transformation, and using average value modeling techniques as [9]. Equa-
tion (2-1) represents a dynamic model for the inverter, where Rf , Cf , and Lf are the resistance,
the capacitance, and the inductance of the LC �lter as shown in Figure 2-3.
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i̇ld = −Rf

Lf
ild + ωilq +

1

Lf
vid −

1

Lf
vod

i̇lq = −Rf

Lf
ilq − ωild +

1

Lf
viq −

1

Lf
voq

(2-1)

Furthermore, ω is the inverter’s frequency, whose estimation will be detailed later in Section 2.2.2.
Currents ilq and ild are the dq components of the il current. vod and voq are the dq components
of voltage vo at the LC �lter’s output. vid and viq are the dq components of voltage vi in the LC
�lter input.

Similarly, generator’s voltage and current outputs, vo and io as seen in Figure 2-2, are represented
by their dq components as shown in Equations (2-2) and (2-3), respectively

v̇od = ωvoq +
1

Cf
ild −

1

Cf
iod

v̇oq = −ωvod +
1

Cf
ilq −

1

Cf
ioq

(2-2)

i̇od = −Rc

Lc
iod + ωioq +

1

Lc
vod −

1

Lc
vbd

i̇oq = −Rc

Lc
iLq − ωiod +

1

Lc
voq −

1

Lc
vbq

(2-3)

here,Rc and Lc are elements of the output connector shown in Figure 2-2 and explained in detail
in Section 2.2.1.

Representing voltages and currents using their dq components, allows to manipulate 3-phase
signals as two DC quantities, and hence making its processing much more manageable. Further-
more, the Dq0 transformation allows removing the time dependency of inductances as required
by the performed analyses.
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Figure 2-4: Power estimation process. From [9]

2.1.2. The Power Controller

Instantaneous measurements for active p and reactive q power, provided by Equation (2-4), are co-
rrupted by random noise and, therefore, are not directly suitable for stable and smooth inverter’s
performance.

p = vodiod + voqioq

q = vodioq − voqiod
(2-4)

Consequently, a low-pass �lter with a cut-o� frequency ωc is required. Power controller’s dyna-
mics is described by Equation (2-5) in terms of the dq components,

Ṗ = ωc (−P + vodiod + voqioq)

Q̇ = ωc (−Q+ vodioq − voqiod)
(2-5)

where Ṗ and Q̇ are the �rst-order derivatives of P and Q, the inverter’s estimated active and
reactive power, respectively. Figure 2-4 illustrates the power estimation process for P and Q.

As seen in Figure 2-2, the voltage reference v∗o can be estimated from the voltage V and the
frequency ω, as in Equation (2-6),

v∗o =
√

2V sinωt (2-6)
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where ω and V are set to be linearly proportional to the estimated P and Q respectively, with
proportionality constants Kp and Kq. This strategy is known as droop control. Equation (2-7)
shows the dq components of v∗o

v∗od = V ∗ −KqQ

v∗oq = 0

(2-7)

where V ∗ is the external reference for the inverter output voltage, i.e., the voltage at which the
microgrid is intended to operate. Equation (2-8) shows the estimated frequency

ω = ω∗ −KpP (2-8)

where ω∗ is the external reference for the inverter output frequency, i.e., the frequency at which
the microgrid is intended to operate.

The power controller is also known as the Primary Control. Its main task is to provide voltage
and frequency references to the Zero Controller, which is the low-level controller in charge of
regulating output voltage and output current. Figure 2-2 shows sections corresponding to each
controller. The components of the zero controller will be detailed in Sections 2.1.3 and 2.1.4.

2.1.3. The Voltage Controller

The voltage controller has the goal of tracking the reference voltage de�ned by the power contro-
ller, which is generally a decoupled PI (Proportional Integral) controller, as shown in Figure 2-5.
PI controllers are based on error measurements and their integrals, as de�ned in Equation (2-9).

ε̇vd = v∗od − vod

ε̇vq = v∗oq − voq
(2-9)

The voltage controller de�nes the current set-point for the inverter bridge, and its behavior is
given by Equation (2-10)
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Figure 2-5: Voltage controller. From [9]

i∗ld = Fiod − ωbCfvoq +KPV (v∗od − vod) +KIV εvd

i∗lq = Fioq + ωbCfvod +KPV (v∗oq − voq) +KIV εvq

(2-10)

where F is the transition matrix in the dynamic model, ωb is the nominal angular frequency, and
Cf is the capacitance value of the LC �lter from Figure 2-3. KPV and KIV are the proportional
and integrative gains of the voltage PI controller, respectively. εvd and εvq are the auxiliary state
variables of the PI controller.

2.1.4. The Current Controller

Finally, the structure of the current control is similar to the voltage controller. Figure 2-6 shows
the scheme, and Equation (2-11) de�nes the error measurements and its integrals.

ε̇id = i∗od − iod

ε̇iq = i∗oq − ioq
(2-11)
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Figure 2-6: Current controller. From [9]

The current controller de�nes the sinusoidal wave for the inverter bridge v∗i , and its behavior is
given by Equation (2-12)

v∗id = −ωbCf ilq +KPI(i
∗
od − iod) +KIIεid

v∗iq = ωbCf ild +KPI(i
∗
oq − ioq) +KIIεiq

(2-12)

where KPI and KII are the proportional and integrative gains of the current PI controller, res-
pectively. εid and εiq are the auxiliary state variables of the PI controller.

2.1.5. Compact Model of the Controller

The compact, non-linear model of an inverter can be seen in Equation (2-13)

ẋ = fi (xi) + ki (xi)Di + gi (xi)ui (2-13)

where the state vector xi is de�ned as

xi = [δ, Pi, Qi, εvdi, εvqi, εiqi, εiqi, ildi, ilqi, vodi, voqi, iodi, ioqi] (2-14)
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and Di is de�ned as

Di = [ωcom, Vbdi, Vbqi] (2-15)

where, Vbdi and Vbqi are the dq components of Vb, the voltage value in the AC bus as illustrated
in Figure 2-7(b). ωcom is the common reference frequency.

The input vector ui is de�ned as ui = [ω∗, V ∗], where ω∗ and V ∗ are the frequency and voltage
references, respectively.

Therefore, the vector ẋ is simply the �rst derivative of xi given by Equation (2-14). The transition
matrix fi has the non-linear form of Equation (2-16) and can be derived from Equations (2-3), (2-5),
(2-7), (2-10), (2-11), and (2-12).



−Kpi

−ωci ωcivodi ωcivoqi
−ωci ωcivoqi −ωcivodi
−Kqi −1

−1

−1

−1

−KpviKqi Kivi −Kpvi −ωbCfi Fi
Kivi ωbCfi −Kpvi Fi

1
Cfi

ωi − 1
Cfi

1
Cfi

−ωi − 1
Cfi

1
Lci

−Rci

Lci
ωi

−Rci

Lci

1
Lci

−ωi


(2-16)

and the rest of the equation: +ki (xi)Di + gi (xi)ui is given by:
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+
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[
ω∗i
V ∗i

]
(2-17)

2.2. The Branch Connection Model

The branch connection refers to the coupling elements between the nodes and the bus. Given
the deviations between the generator parameters (voltage and frequency) and the bus parame-
ters, these elements behave as a damping interface between the generator and the central bus
(network).

2.2.1. The Output Connector

The output connector is a series connection of a resistor and an inductor connected between the
output of the generator whose voltage is vo and the bus whose voltage is vbus, it couples these
components properly and mitigates the e�ects of voltage and frequency deviations. Figure 2-2
shows a detailed representation of the output connector, and Figure 2-7 shows a diagram for mo-
deling e�ect, here, the generator is connected to the common bus through a coupling impedance
Z . The purpose is to illustrate how the power �ows from the generator to the bus.
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(a)

(b)

Figure 2-7: Inverter connected to the AC common bus.

2.2.2. Power Equations

The power S provided from the generator to the common bus is shown in Equation (2-20).

From the de�nition of apparent power

S = VI∗ (2-18)

where V is the voltage at the common bus (Vbus 6 0), and I is de�ned by Equation (2-19)

I = Iz =
Vz

Z
(2-19)
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where;
Vz = V 6 δ − Vbus 6 0

I =
V 6 δ − Vbus 6 0

Z 6 θ

I =
V 6 δ

Z 6 θ
− Vbus 6 0

Z 6 θ
=

(
V

Z
6 δ − θ

)
−
(
Vbus
Z
6 − θ

)
I∗ =

(
V

Z
6 θ − δ

)
−
(
Vbus
Z
6 θ

)
S = Vbus 6 0

((
V

Z
6 θ − δ

)
−
(
Vbus
Z
6 θ

))
S =

(
VbusV

Z
6 θ − δ

)
−
(
V 2
bus

Z
6 θ

)

�nally,

S =
VbusV 6 θ − δ

Z
− V 2

bus
6 θ

Z
. (2-20)

From Equation (2-20) is possible to �nd the expressions for active and reactive power P and Q
as it is shown below in Equation (2-21)

P = VbusV cos(θ−δ)
Z

− V 2
bus cos(θ)

Z

Q = VbusV sin(θ−δ)
Z

− V 2
bus sin(θ)

Z
.

(2-21)

Now, taking for example an output connector predominantly inductive θ ≈ 90◦, and taking into
account that

cos (α) = sin (90◦ − α)

sin (β) = cos (90◦ − β)

(2-22)

expressions in Equation (2-21) can be reduced to
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P = V (Vbus)
Z

sin (δ)

Q = V (Vbus) cos (δ)−(Vbus)2
Z

.

(2-23)

According to Equation (2-23) the active power has a strong connection with the generator output
phase, while reactive power depends on its voltage. Equation (2-24) shows these relationships,
which are known as the droop model, and they are specially used to design controllers, like the
one shown in Figure 2-2 [39].

ω = ω∗ −KpP

V = V ∗ −KqQ

(2-24)





3 Control Strategies for Microgrids

In a distributed power grid, the control system’s main task is to guarantee the stable operation
of the network. Also, in the case of microgrids, the control system protects the network from
overloads in the generators and inverters [14]. The most common control schemes for microgrids
consist of a hierarchical structure, usually composed of three levels: primary, secondary, and
tertiary control [11].

Primary control schemes do not require communication among the agents of the network; thus,
they can work seamlessly in a decentralized, centralized, or distributed way. However, it is more
usual to �nd decentralized schemes at this level [14].

Regarding the secondary and tertiary control, a speci�c exchange of information among the
agents, all over the network, becomes essential. Some implemented architectures include both
centralized and distributed control. The centralized control is a conventional topology used in
both secondary and tertiary levels. This topology is usually fully-connected and bidirectional,
which makes it robust, but not scalable, and might introduce a single point of failure [43, 45].
Cooperative and distributed control emerge as important communication topologies - the latter
with sparse networks and some signi�cant advantages such as scalability and �exibility, but wit-
hout global knowledge of the system. The lack of a comprehensive understanding of the system
leads to a proper environment for cyber-attacks [1].

This chapter describes each control level in detail, and it is organized as follows. Section 3.1
provides general concepts of the primary control, the equations for stable levels of voltage and
frequency, and the power-sharing equations. Section 3.2 describes secondary control schemes and
the equations to compensate deviations of frequency and voltage. Finally, Section 3.2 provides a
general description of tertiary control objectives, although not in deep since this is not the focus
of this work.
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3.1. Primary Control

The primary control performs �ve basic tasks: 1) To mitigate undesired circulating currents in the
inverter. 2) To stabilize voltage and current values after the islanding process. 3) To guarantee the
plug and play capability of the inverters during voltage and current changes due to variations in
generated and demanded power. 4) To regulate voltage and current values at the inverter output.
Finally, 5) To ensure proper power-sharing among the Distributed Generators (DGs).

Furthermore, the primary control also embeds the Zero Control, which is responsible for the in-
ternal control of voltage and current of the inverter, and it is performed in two possible modes;
PQ Control Mode or Voltage Control Mode. Figure 3-1 summarizes the primary control tasks afo-
rementioned.

Figure 3-1: Primary control functions.

In this section, the Droop Control is introduced, which is a speci�c and typical scheme of primary
control. The droop control is widely used due to its autonomy and independence features. As in
other primary control strategies, communication among the inverters is not required for droop
control [11]. Particular to droop control, the variables locally measured are the active power P ,
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Figure 3-2: Primary control and zero Control.

and the reactive power Q, whose control must guarantee a satisfactory operation of the system
and a proper power-sharing among the inverters.

3.1.1. Zero Control

As mentioned in Section 3.1, the zero control is in charge of regulating the internal levels of
voltage and current in the inverter. There are two basic control modes, the PQ mode, and the
Voltage Control mode.

The PQ control mode, uses a current-controlled voltage source (CCVSI), in order to reach the
set-points for active and reactive power. In other words, the inverter can be seen as a voltage
source controlled by currents. These currents are the active and reactive current, i.e., ip and iq,
respectively [33, 11]. The active power in the inverter varies, causing voltage deviations. A PI
control is used to correct this deviation adjusting the active current iq.

The Voltage controlmode uses a voltage-controlled voltage source inverter (VCVSI). The inver-
ter can be seen as an AC source. P andQ are controlled through the frequency and voltage droop
characteristics, respectively. This control mode requires an input voltage reference v∗0 , provided
through droop characteristics, as illustrated in Figure 3-2. The scheme of this control mode will
be used in this work to model the inverter operation and is also the scheme used in Figure 2-2.

3.1.2. Primary Frequency Control

One of the variables to control is the active power, P , whose behavior directly a�ects the power
angle, and this, in turn, a�ects the performance of the system frequency [14, 11]. This relationship
is described through frequency droop characteristics, as shown in Equation (3-1)

ω = ω∗ −KpP. (3-1)
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A decrease in the frequency value indicates that there is an increase in the load. In consequence,
the active power, P , must increase through the adjustment of the generator torque.

For n inverters, the angular frequency of the inverter i is de�ned in Equation (3-2)

ωi = ω∗i −KpiPi (3-2)

where ω∗i is the reference angular frequency of inverter i in [rad/s] provided by the secondary
control. Kpi is the active power droop coe�cient, given by design through algorithms or any
heuristic technique. Droop control uses a criterion known as power-sharing, detailed in Equa-
tion (3-3), which allows for some accepted frequency �uctuation. Pi is the average active power
(RMS) in the inverter i [11].

The primary control ensures that each inverter supplies energy according to their active power
maximum value. This task is called power-sharing, and Equation (3-3) describes this relationship

Kp1P1 = Kp2P2 = KpiPi = · · · = KpjPj = ∆ωmax (3-3)

where ∆ωmax is the maximum allowed frequency variation in the microgrid. Equation (3-3) is
equivalent to have

P1

Pmax1
=

P2

Pmax2
=

Pi
Pmaxi

= · · · = Pj
Pmaxj

= ∆ωmax. (3-4)

3.1.3. Primary Voltage Control

Since the voltage is not a global value in the system, the reactive power Q a�ects its behavior.
Equation (3-5) shows this relationship [9].

V = V ∗ −KqQ (3-5)

For n inverters, the droop characteristic of the inverter i voltage is de�ned as

Vi = V ∗i −KqiQi (3-6)
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where V ∗i is the reference voltage of the inverter i in [V olts] provided by the secondary control.
Kq is the reactive power droop coe�cient, given by design, through algorithms or any heuristic
technique, as in the frequency control. In this case, power-sharing will allow for some accep-
ted voltage �uctuation detailed in Equation (3-7). Qi is the average reactive power (RMS) in the
inverter i [11]

Kq1Q1 = Kq2Q2 = KqiQi = · · · = KqjQj = ∆Vmax (3-7)

where ∆Vmax is the maximum allowed variation of voltage in the microgrid. Equation 3-7 is
equivalent to have

Q1

Qmax1

=
Q2

Qmax2

=
Qi

Qmaxi

= · · · = Qj

Qmaxj

= ∆Vmax. (3-8)

When the voltage value is di�erent from the reference, the excitation magnetic �eld of the syn-
chronous generator changes. In consequence, the reactive power changes making the voltage
reach the reference value.

3.2. Secondary Control

The secondary control level in the hierarchy possesses a slower response (in the order of minutes)
than the primary control. This situation allows for the restoring of voltage and frequency drifts
caused by the primary control (droop method in this case) [35, 39]. Equations (3-2) and (3-6) from
the primary control are modi�ed for a secondary term as follows

ωi = ω∗i −KpiPi + δω (3-9)

Vi = V ∗i −KqiQi + δV . (3-10)

The secondary terms δω and δV represent the error signals for frequency and voltage, respectively.
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Figure 3-3: Secondary control variations.

Secondary control is performed through di�erent strategies, either centralized as in [33, 23, 7, 35]
or decentralized as in [11, 52]. Conventionally, it has been used centralized strategies, some of
them are: (1) one based on a proportional-integrative (PI) control [23], and (2) an optimization-
based control with potential functions [35]. On the other hand, some decentralized strategies are:
(1) the networking averaging based on a PI control [52], (2) the droop free control [42], and (3) the
consensus-based cooperative control [10]. These variations of secondary control are summarized
in Figure 3-3.

Centralized Control Strategies

The centralized strategy based on a PI control to determine the frequency error and the voltage
magnitude error, δω, and δV , is described through Equations (3-11) and (3-12), respectively [23]

δωi = KPω (ωref − ω) +KIω

∫
(ωref − ω) dt + ∆ωs (3-11)

δVi = KPV
(Vref − V ) +KIV

∫
(Vref − V ) dt (3-12)

where, KPω , KIω , are the proportional and integrative constants of the PI frequency control.
KPV , and KIV are the proportional and integrative constants of the PI voltage control. ωref and
Vref are the reference values for frequency and voltage, respectively. These reference values are
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provided from di�erent sources according to the connection mode of the microgrid, as explained
later in Section 3.4. ∆ωs is a term that allows the synchronization frequency of the microgrid,
also explained in Section 3.4.

The other centralized strategy based on optimization techniques uses potential functions, φ (.),
providing information about the microgrid state and how far is the actual state from the desired.
φ (.) as an optimization function, presents information about the measurements of the inverter i
(provided by the state vector xi), the control goals, and constraints, denoted with the superscripts
u, g, and c, respectively. The potential function of the inverter i is de�ned in Equation (3-13), [35]

φi(xi) = wu
nu∑
i=1

pui (xi) + wc
nc∑
i=1

pci(xi) + wgpgi (xi) (3-13)

where the term p denotes a potential function and w denotes the weight of the corresponding
potential function.

The state vector xi is given by
xi = [Pi, Qi, Vi, ii]

where Pi, Qi, Vi, and ii are the measurements values of the active power, the reactive power, the
voltage and the current of the secondary control, respectively.

However, centralized structures of control exhibit some signi�cant disadvantages, such as the
possibility of a total system destabilization as a consequence of a failure in the central controller
(single-point of failure). Furthermore, centralized schemes are not �exible, have limited scalabi-
lity, and require a very robust communication system [1, 52].

Decentralized Control Strategies

Distributed secondary control strategies appear as an outstanding alternative to alleviate most of
the centralized structure’s problems. These schemes have individual controls in each DG, so in
order to reach an instability that breaks down the entire system, all the nodes would have to fail or
be simultaneously attacked, which is highly improbable. That is why distributed strategies result
in a superior alternative to the centralized ones. However, distributed schemes su�er from other
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signi�cant weaknesses. Most of these weaknesses are related to cyber-vulnerabilities, which have
been subject to several studies [1]. Some of these weaknesses are approached in this work.

The decentralized strategy of networking averaging use a PI control to update the error signals
for frequency, voltage magnitude, and reactive power, as described in Equations (3-14), (3-15), and
(3-16), respectively [52]

δωi = KPω (ωref − ωi) +KIω

∫
(ωref − ωi) dt (3-14)

δVi = KPV

(
Vref − V i

)
+KIV

∫ (
Vref − V i

)
dt (3-15)

δQi = KPQ

(
Qi −Qi

)
+KIQ

∫ (
Qi −Qi

)
dt (3-16)

where ωref (Vref ) is the reference frequency (voltage) value in the microgrid (see Section 3.4 for
more detail), Qi is the reactive power of the inverter i. ωi (V i, Qi ), is the averaging term, that
in every sample time, gathers the received measurements of frequency (voltage, reactive power)
from all the inverters and averages them, as de�ned in Equation (3-17) ((3-18), (3-19)). Then the
secondary control signal δω (δV , δQ) is updated for every inverter.

ωi =

∑n
k=1 ωk
k

(3-17)

V i =

∑n
k=1 Vk
k

(3-18)

Qi =

∑n
k=1Qk

k
(3-19)

where, i = 1, 2, ..., N withN the total number of inverters. k = 1, 2, ..., nwith n the total number
of measurements in a sample-time.

The other decentralized strategy known as distributed cooperative control emerges as a met-
hod based on consensus algorithms that makes the secondary control more reliable. The concept
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of “distributed”, means that each agent works with its own, and neighbors’ information. Unli-
ke distributed strategies, the “cooperative” term, introduce the concept of making every agent
works for a collective purpose [11, 8]. This secondary control approach is used in this work and
is explained detailed in Chapter 5. The cooperative control laws for frequency and voltage are
de�ned as follows in Equations (3-20) and (3-21), respectively [9]

eωi
(t) =

∑
j∈Ni

aij (ωi (t)− ωj (t)) + gi (ωi (t)− ωref ) (3-20)

evi (t) =
∑
jεNi

aij (Vi (t)− Vj (t)) + gi (Vi (t)− Vref ) (3-21)

from where it is de�ned an additional control input uωi and uvi for (3-20) and (3-21), respectively

uωi
(t) = −cωeωi

(t) (3-22)

uvi (t) = −cvevi (t) (3-23)

�nally the frequency and voltage set-points provided to the primary control are de�ned as fo-
llows [8]

ω∗i =

∫ (
uωi

(t) +KpiṖi

)
dt (3-24)

V ∗i =

∫ (
uvi (t) +KqiQ̇i

)
dt (3-25)

where Ṗi and Q̇i is �nd with Equation 2-5.

Equations (3-1) and (3-6) in the primary control are updated with the term ω∗i and V ∗i . Equa-
tions (3-9) and (3-10) are not considered in this control approach.

To summarize the interaction between primary and secondary control in this strategy, Figure 3-4
illustrates this synergy.
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Figure 3-4: Primary and secondary control synergy for the cooperative control approach.

3.3. Tertiary Control

Tertiary Control is mainly meant to perform optimal economic dispatch of the DGs, the other
tasks such as the control of the power �ow are mostly required for the grid-connected mode [7,
9, 39]. For example, in Equations (3-2) and (3-6), the terms ωi and Vi are provided for the tertiary
control in grid-connected mode. In islanded mode, these values are set as 2π× 60 rad/s and Vi is
set as the nominal voltage of the microgrid [9].

Tertiary control leads the system to optimize the generated power according to demand and the
energy availability criteria, which usually involves monetary cost [24].

For more information about tertiary control, go to [7, 58, 55, 60].

3.4. Islanded vs Connected - grid Microgrids

In the islanded mode, primary and secondary levels of control receive the feedback signals from
the microgrid. In the grid-connected mode the set-point signal for the tertiary control is provided
from the main grid [11].

As was explained in Section 3.3, in connected mode, references for voltage and angular frequency
are externally imposed from the main grid. Hence, ωref in Equations (3-11), (3-14), and (3-20); and
Vref in Equations (3-12), (3-15), and (3-21) are either imposed for the main grid or set internally
for the same microgrid. Those variations depend on the connection mode, as is illustrated in
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Figure 3-5: Reference values of frequency and voltage for both islanded and connected mode.

Figure 3-5.

Similarly, Equations (3-2) and (3-6) for the secondary control are modi�ed as follows [33].

ω∗i = ωgrid +KpiPi (3-26)

V ∗i = Vgrid +KqiQi (3-27)

where Pi and Qi are the desired outputs, which are reached adjusting ω0i and V0i through Equa-
tions (3-26) and (3-27), respectively.

From Equation (3-11) the term ∆ωs is set as zero in islanded mode. In grid connected mode this
term allows the synchronization of the microgrid with the main grid, and is provided through a
PLL (phase-locked loop) [9].





4 Models of Sophisticated A�acks on

Islanded Microgrids

Distributed control systems used in microgrids have incorporated power electronic devices with
an important component of information technology (IT). This fact makes smarter systems (such
as microgrids) possible, but at the same time, make them systems prone to cyber-attacks, and soft-
ware failures [3, 1]. For an attacker, it is almost impossible to compromise the entire data from the
metering devices. However, partial information knowledge is enough to cause desynchronization
on inverters, and in some cases, the partial or total breakdown of the system [31].

Cyber-attacks subject is not a new topic of interest. Systems with critical cyber-layer such as
PLCs-based systems (e.g., SCADA systems), and computer-based systems, have been attacked
with devastating consequences [54]. SCADA systems are used in an extensive amount of utili-
ties, such as electric, water, gas, oil, and other systems. Hence, the study of its vulnerability is a
topic of high interest. In particular, power grids are susceptible to attacks since these are commu-
nication and computer-based multi-agent systems. Frequent attacks are performed like actions
that can destabilize the system. Some basic techniques based on noise �ltering and disturbances
attenuation methods are used to mitigate the e�ects of these attacks. However, strategically de-
signed attacks such as data corruption and hijacking actions cannot be treated with these basic
techniques to hold normal operation of the system under attack.

In case an agent presents a non-adequate behavior, it is possible to identify it and remove it [46,
47]. However, it is required the knowledge of the whole communication network, which makes
it a non-scalable solution.

Current studies of attacks in microgrids are focused on the alteration of exchanged information
through; 1) the communication links, and 2) the controllers. In 2), the attack can be performed
either on their sensors/actuators, which is a physical attack; or in a real set-point. Techniques used
to solvent these disturbances are designed to verify the veracity of data in centralized structures.
Therefore, for the case of distributed control systems, these techniques are not adequate [3, 46, 47].
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Among the techniques applied in distributed control systems, are the game-theoretic approaches,
such as non-cooperative strategies, see [3, 20] for more details. Other approaches like the used
in [31] model an attack of local load redistribution based on incomplete information, which de-
monstrates that an attacker can inject false data in smart meters with the knowledge of local
information without being detected for the state estimator.

The distributed controllers for islanded AC microgrids have usually limited communication among
inverters, as described in Section 3.2. This fact makes them prone to malicious attacks with co-
rrupt constant signals. Therefore, the study of distributed resilient protocols for the cooperative
secondary control of islanded AC microgrids, become essential for the scienti�c community.

4.1. Controller A�acks

Controller attacks could be both cybernetic or physical, according to the speci�c element dis-
turbed. If the attack is carried out over a sensor/actuator, then it is a physical attack. However,
if the a�ected components are loops like communication links considered in Section 4.2 or the
set-points computed with information received from the communication links, it is considered a
cybernetic attack.

Another controller attack consists of sending a shutdown command to the controllers. In the area
of control, this type of attack is not considered, given that it is not possible to compute or apply
any control signal to extinguish the e�ects of the attack.

4.1.1. O�se�ing the Controller Set-points

The o�setting attack consists of applying an o�set to certain signals, i.e., the addition of a constant
value to these signals. Equation (4-1) de�nes a mathematical model for the voltage set-point
o�setting attack

Vs = Vc + µaV Va (4-1)

where Va is the o�set value, usually a small quantity of corrupt voltage, µaV is a binary factor
that indicates the presence or absence of an attack, whose value is ‘1’ in presence of an attack
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and ‘0’ in normal operation. Vc is the voltage set-point, computed with the consensus control law,
introduced in Chapter 3, from the information received of the communication links. Finally, Vs
is the inner controller set-point for voltage.

Similarly, Equation (4-2) de�nes a mathematical model for the frequency set-point o�setting
attack

ωs = ωc + µaωωa (4-2)

where ωa is a small value of o�set, that represents the corrupt frequency value added to the
original signal. µaω is a binary factor that indicates the presence or absence of an attack, whose
value is ‘1’ in presence of an attack and ‘0’ in normal operation. ωc is the reference value provided
by the secondary control to the primary. Finally, ωs is the frequency at the inverter that can be
corrupted or not according to the µaω indicator.

4.1.2. Hijacking the Entire Controller

The hijacking attack is more drastic than the attack described in Subsection 4.1.1. This attack
consists of changing the entire set-point in the controller. Equation (4-3) de�nes a mathematical
model of voltage set-point hijacking attack

Vs = V (1−µhV )
c V µhV

h (4-3)

where Vh is the corrupt voltage value, it is assumed that the attacker de�nes it. µhV is a binary fac-
tor that indicates the presence or absence of an attack, whose value is ‘1’ in presence of an attack
and ‘0’ in normal operation. Vc is the reference voltage in the primary control provided by the
secondary control with the information received from the communication links (see Chapter 3).
Finally, Vs is the inverter voltage, which can be corrupted or not according to the µhV indicator,
i.e., Vs equals Vc when µhV = 0, and equals Vh when µhV = 1.

Similarly, Equation (4-4) de�nes a mathematical model of frequency set-point hijacking at-
tack
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ωs = ω(1−µhω)
c ωµhωh (4-4)

where ωh is the corrupt frequency value, it is assumed that the attacker de�nes it. µhω is a binary
factor that indicates the presence or absence of an attack, whose value is ‘1’ in presence of an
attack and ‘0’ in normal operation. ωc is the reference voltage in the primary control provided by
the secondary control with the information received from the communication links (see Chap-
ter 3). Finally, ωs is the frequency at the inverter that can be corrupted or not according to the
µhω indicator. ωs equals ωc when µhω = 0, and equals ωh when µhω = 1.

4.1.3. Sensor/Actuator Compromised

The sensor/actuator attacks are related to disturbances that a�ect the physical elements directly.
These disturbances can be modeled of two forms; additive altering (o�setting) attacks and hijac-
king attacks.

Equation (4-5) de�nes a model for the o�setting attack [46, 47]

u = uc + µasaua (4-5)

where ua is the injected disturbance to the physical variable. µasa is a binary factor that indicates
the presence or absence of an attack, whose value is ‘1’ in presence of an attack and ‘0’ in normal
operation. uc is the control signal in the actuator computed by the controller, i.e., the real sensor
value. Finally, u is the primary control signal, i.e., the measured value.

Equation (4-6) describes a model for a hijacking attack

u = u(1−µhsa)c uµhsah (4-6)

where uh is the injected disturbance to the physical variable. µhsa is a binary factor that indicates
the presence or absence of an attack, whose value is ‘1’ in presence of an attack and ‘0’ in normal
operation. uc is the control signal in the actuator computed by the controller, i.e., the real sensor
value. Finally, u is the primary control signal, i.e., the measured value.
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4.2. Communication Links A�acks

The attacks performed over communication links are considered cybernetics, which can be ca-
rried out remotely. An example of this type of attack consists of degenerating the information
through the communication links.

Another controller attack consists of breaking the entire communication link. In the area of con-
trol, this type of attack is not considered, given that it is not possible to compute or apply any
control signal to extinguish the e�ects of the attack.

Communication links attacks can be classi�ed, too, as o�setting or hijacking attacks.

4.2.1. O�se�ing the Communication Data

The communication data o�setting attack consists of modifying the signals sent across the com-
munication links. This action is performed applying an o�set, i.e., the addition of a constant value
to these signals. Equation (4-7) de�nes a model for the frequency set-point o�setting attack
in the communication link

ωr = ωt + λaωωa (4-7)

where ωr is the frequency value read from the communication link. ωt is the measured frequency
communicated by the inverter. λaω is a binary factor that indicates the presence or absence of an
attack, whose value is ‘1’ in the presence of an attack and ‘0’ in normal operation. Finally, ωa is
a corrupt frequency o�set de�ned by the attacker.

Similarly, Equation (4-8) describes a model for the voltage set-point o�setting attack in the
communication link

Vr = Vt + λaV Va (4-8)

where Vr is the voltage value read from the communication link. Vt is the measured voltage
communicated by the inverter. λaV is a binary factor that indicates the presence or absence of an
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attack, whose value is ‘1’ in presence of an attack and ‘0’ in normal operation. Finally, Va is a
corrupt voltage o�set de�ned by the attacker.

4.2.2. Hijacking the Entire Communication Link

The hijacking attack of a communication link consists of changing completely the signals sent
across the communication channels. In this attack, the attacker takes the original signal value,
discards it, de�nes a di�erent one and send it to the neighbors through the network. Equation (4-9)
de�nes a model for the frequency hijacking attack in the communication link.

ωr = ω
(1−λhω)
t + ωλhωh (4-9)

where ωr is the frequency value read from the communication link. ωt is the measured frequency
communicated by the inverter. λhω is a binary factor that indicates the presence or absence of
an attack, whose value is ‘1’ in presence of an attack and ‘0’ in normal operation. Finally, ωh is a
corrupt frequency de�ned and re-transmitted by the attacker.

Similarly, Equation (4-10) de�nes a model for the voltage hijacking attack in the communi-
cation link

Vr = V 1−λhV
t + V λhV

h (4-10)

where Vr is the value read from the communication link. Vt is is the measured voltage commu-
nicated by the inverter. λhV is a binary factor that indicates the presence or absence of an attack,
whose value is ‘1’ in presence of an attack and ‘0’ in normal operation. Finally, Vh is a corrupt
voltage de�ned and re-transmitted by the attacker.



5 Resilient Secondary Cooperative

Control

As described extensively throughout the document, in the hierarchy of an islanded microgrid,
the secondary level of control includes an essential communication component through which
the inverters exchanged information. It is at this level where the attacks take place and, conse-
quently, where it becomes needful to incorporate a resilient control strategy. In consequence, it is
a prerequisite �nding an adequate representation to model the microgrid and its elements. Given
the structure and synergy between all the components in a microgrid, multi-agent systems are
suitable to model it. In a multi-agent system, each agent works autonomously but collectively
for a common purpose; hence this approach is also known as cooperative control or control of
distributed dynamic systems in graphs. The agents are interconnected through a communica-
tion network, wherein each of them sends/receives information to/from its neighbors. Under this
concept, the agents (or nodes) in the network represent the inverter-based DGs in the microgrid.
Finally, the common goal is to synchronize the frequency and voltage values from each inverter
with the reference [30, 63].

The interaction of a multi-agent system with the communication network can be represented
with a graph. The nodes in the graph represent the agents in the system, as well as, the edges
represent the links in the communication network. The way of how the information �ows bet-
ween the network agents determines the topology of the graph, bringing the concept of graph
connectivity explained later in Section 5.1. The agents’ behavior can be modeled through di�e-
rent dynamic’s orders, and the implementations of consensus algorithms must respond to those
agents’ dynamics, whether �rst-order [26, 56], second-order [49, 62, 64], or higher order [51, 19].
When the network cannot reach the agreement, i.e., the network does not synchronize; it is nee-
ded to apply a controlling law. Multi-agent systems require distributed control schemes, in which
every agent’s action is determined by its information and the received from its neighbors, where
the set of neighboring nodes must be a subset of the total network nodes. However, in the case of
connected graphs (see Section 5.1), in the end, the information will reach every single node. This
control approach is extensively explained in [30, 63]. On the other hand, the desired response
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(a) (b)

Figure 5-1: General graph illustration: (a) Graph components; (b) Digraph.

in every agent of the network is not su�cient to guarantee a stable performance in the whole
system. This �nal performance is also related to the connectivity of the graph.

Section 5.1 introduces some relevant fundamentals of graphs, as well as their properties and con-
�gurations. It also presents matrix representations of graphs and their properties in terms of the
Laplacian and spectral theory. Section 5.2 presents some relevant concepts of agent dynamics,
their consensus protocols, and their corresponding equations. Section 5.3 describes the coope-
rative control strategy extensively, and its synchronization performance on some case studies.
Section 5.4 describes two proposed observers for the cooperative control. Finally, Section 5.5 des-
cribes the case studies, including the system description, some cyber-attack scenarios, and the
performance of the proposed control strategies in these scenarios through the implementation of
some experiments.

5.1. Graph Basics and Connectivity

In a graph, the information can �ow in di�erent possible ways; hence, the analysis and properties
can vary. If a simple line represents the link without arrows, it is assumed that the information
�ows bidirectionally. These graphs are named undirected graphs. The other possibility is the
�ow of information in a speci�c direction, stated by the arrow in the line that represents the
edge. These graphs are named directed graphs or simply, digraphs. The above means that an
undirected graph is a particular case of the digraphs. A network with sensors as agents is an
application example of directed graphs. Other considerations to take into account for the analysis
of the graphs include time-variant topologies and mobile agents. Into the networks’ variations
to consider are the dynamic and random networks, whose analysis requires tools like models of
hybrid systems, Lyapunov theory, and stochastic stability [36].

In this sense, the most simple case to analyze is a time-invariant static network with undirected
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links, not self-cycles in the nodes, and not more than one edge in every pair of nodes, like the
graph in Figure 5-1. Under these considerations lets de�ne a graphG, with a set of nodes (vertices)
V and a set of edges (links) E, as G = (V,E). V with n nodes is de�ned as

V = {v1, v2, ..., vn} (5-1)

and E with m vertex is de�ned as

E = {e1, e2, ..., em}. (5-2)

However, the edges of a graph are expressed in terms of its vertices {vi, vj}, or {vivj} for simpli-
city. The subscripts i, j refer to the vertex i from which the link leaves and reaches the node j, in
other words, node i receives information from the node j. In fact, under the premise of undirected
graphs, it is true that vivj = vjvi. On the other hand, for directed graphs, the subscripts i, j, are
the tail and the head of the edge, respectively. This is illustrated in Figure 5-1 (b). Finally, the set
of edges in the graph can be expressed as

{vi, vj} ∈ E. (5-3)

where i, j = 1, ..., n and given the assumption that there not exist self-cycles in the nodes i 6= j.
Regarding to the set of nodes and links, it follows the nomenclature, V (G) andE(G), respectively.

Lets name the graph from Figure 5-1 (a) as G. It could be de�ned the set of vertex as V (G) =

{v1, v2, v3}. And the set of edges as E(G) = {e1, e2, e3}, where e1 = v1v2 = v2v1, e2 = v1v3 =

v3v1, and e3 = v2v3 = v3v2. This formulation can be represented as shown in Figure 5-2.

Analogously, for the digraph from Figure 5-1 (b) named asD. It could be de�ned the set of vertex
as V (D) = {v1, v2, v3}. And the set of edges as E(D) = {e1, e2, e3}, where e1 = v1v2, e2 = v1v3,
and e3 = v2v3. This formulation can be represented as shown in Figure 5-3.

Another possibility in the graph features is the assignation of weight in the edges. As seen so
far, the graphs posses edges with weights of 1 in all of them. However, the weight can be di�e-
rent from 1, as well as di�erent on every edge. For general purposes, the weight associated with
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Figure 5-2: Example of graph notation. From [36]

Figure 5-3: Example of digraph notation. From [36]

each edge will be denoted as wij . The graphs with the previous features are known as weighted
graphs.

The neighborhood of the vertex vi, denoted as N(vi) or only N(i), is a subset of nodes, speci-
�cally, the adjacent nodes of i, as is expressed below

N (i) = {vj ∈ V | vivj ∈ E}. (5-4)

For undirected graphs, it is true that if vj ∈ N(i), then vi ∈ N(j).

From the previous de�nitions, let us de�ne some important concepts, such as path, cycle, forest,
and tree.

A Path is a route that exist for every pair of vertices vi, vj , where the route is a sequence
of vertices v0, v1, ..., vp such that v0 and vp correspond to the end vertices vi, vj , respectively.
v1, ..., vp−1 are the inner vertices. Additionally, for undirected graphs vi and vi+1 are adjacent
with i = 0, 1, ..., p− 1. For digraphs, it is used the term of directed path and vi, vi+1 ∈ E with
i = 0, 1, ..., p− 1.
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In this sense, it is said that a graph is connected if for every pair of vertices vi, vj , there is a path
between them. For digraphs, it is said this is strongly connected if (vi, vj) are connected for all
the nodes in the graph.

A cycle is a path whose sequence has the end vertices repeated, i.e., v0 = vp.

A graph is a forest if there are no cycles in it. In this sense, a tree is a particular case of a forest
of one component. In the case of a digraph, if it is connected and all the nodes, except one called
the root, have a single incoming arrow, then this is a directed tree. In other words, all the nodes,
except the root, have one node as the only source of information.

A Spanning Tree is a minimum structure of tree that contains every vertex of the graph and
guarantees that the graph is connected. In a spanning tree, all the nodes can be accessed from the
root node. This structure is essential for further studies related to spectral theory and analysis of
consensus dynamics [13, 36, 30].

5.1.1. Matrix Representation

A graph allows its representation in a matrix, from where it follows a series of properties and
analysis. The adjacency and Laplacian matrices are some of the most representatives for the
spectral theory described further in Section 5.1.2.

The Adjacency matrix is a representation of the adjacency relations of the agents in a graph. The
dimension of this matrix is n×n and is denoted as [A (G)]ij = A (G) = aij for undirected graphs,
and [A (D)]ij = A (D) for digraphs. For simplicity, it can be named just as A. The de�nition of
A for undirected graphs is shown in Equation(5-5)

[A (G)]ij =

{
1 if vivj ∈ E (G)

0 otherwise
(5-5)

where A is symmetric, thus A = AT . On the other hand, the graph is balanced.

For digraphs A is de�ned in Equation (5-6)
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[A (D)]ij =

{
wij if vivj ∈ E (D)

0 otherwise.
(5-6)

Finally
aii = 0

for both directed and undirected graphs.

The Laplacian matrix, also known as the Kirchho� matrix, is an element of high importance for
the study of spectral theory and the analysis of dynamical multi-agent systems. This matrix is
de�ned in terms of the adjacency matrix A and the degree matrix ∆, as shown in Equation (5-7).
This de�nition is valid for both directed and undirected graphs. The Laplacian is denoted as L(G)

for graphs in general, or L(D) for the speci�c case of digraphs, whose each case speci�cations
come from A and ∆ [13].

L = ∆− A (5-7)

where, for undirected graphs case we have

L (G) = ∆ (G)− A (G) , (5-8)

and for digraphs we have

L (D) = ∆ (D)− A (D) . (5-9)

A (G) and A (D) are de�ned in Equations (5-5) and (5-6), respectively. Likewise, for undirected
graphs the degree matrix ∆ is de�ned through Equation (5-10)

∆ = diag{di} (5-10)

where di is the degree of vertex vi, i.e., the number of elements contained in the neighborhood
of vi. Thus di express the sum of the i-th row elements of A as in (5-11)
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di =
N∑
j=1

aij. (5-11)

Analogously, for directed graphs we have,

∆ = diag{di(in)} (5-12)

similarly, di(in) is the in-degree of vertex vi, but here di(in) express the sum of the weighted i-th
row values of A as detailed in Equation (5-13)

di(in) =
∑

j | vjvi ∈E(D)

wij. (5-13)

Under the assumption of undirected graphs, the Laplacian has some signi�cant properties. This
matrix is symmetric, independent of orientation, and positive semi-de�nite. Additionally, the sum
of elements in each row is equal to zero, as well as in each column. These mentioned properties
and the other missing, are related to the spectral theory explained later in Section 5.1.2. The infor-
mation of graphs Laplacian is also useful for formation tasks in networks with linear dynamics as
those described in Section 5.2, even with non-linear systems linearizable by feedback [44, 21, 61].

5.1.2. Spectral Properties and Connectivity

As was mentioned in the previous section, spectral properties are strongly related to the eigen-
values of the di�erent matrix associated with a graph. The most relevant analysis comes from the
Laplacian matrix. Hence the following properties are mostly around this matrix.

The Laplacian matrix L(G) brings information about the graph topology and, consequently, of
its connectivity. L(G) also provides information about the convergence of agents’ agreement.
Undirected graphs, are balanced, i.e., 1TL = 0. Then, L(G) for these graphs is symmetric and
positive semide�nite. Accordingly, the eigenvalues are real and can be organized sequentially.
The �rst eigenvalue λ1 is the smallest value, and the n-th eigenvalue λn is the largest value,
being n the number of nodes in the graph. Then, we have
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λ1 ≤ λ2 ≤ ... ≤ λn (5-14)

here, λ1 is equal to zero. The second eigenvalue λ2 is truly important for the analysis of many
agreement protocols convergence, which is directly associated with the graph connectivity. Spe-
ci�cally, if λ2 > 0, the graph is said to be connected, and then it will eventually reach the agree-
ment. λ2 is also known as the Fiedler eigenvalue, or the algebraic connectivity eigenvalue. For
dense graphs topologies, λ2 tends to be large, as well as, small for sparse graphs. In other words,
a dense graph solves the agreement faster than a connected but sparse graph. As larger λ2 is, as
faster the agreement is reached [44].

Besides of spectral analysis of λ2, in the introduction of Section 5.1 was mentioned the exis-
tence of a spanning tree to guarantee the convergence. For a consensus protocol of �rst-order
described later in Section 5.2, the presence of a spanning tree guarantees the convergence of
the agreement [62]. However, the convergence of a �rst-order protocol applied in a multi-agent
system with second-order dynamics can not be guaranteed even in the presence of a spanning
tree [63, 50].

The Laplacian matrix for digraphs is not necessarily symmetric, positive, and semi-de�nite. In
order to extend the connectivity theory in the context of digraphs, it is used the concept of graph
mirror. Graph mirroring process allows obtaining from the original Laplacian matrix one symme-
tric equivalent, positive semi-de�nite. This way, the last spectral properties can be applied [44].

5.2. Agents’ Dynamics and Consensus Protocols

The goal in a multi-agent system is to achieve the synchronization, i.e., every agent in the network
must eventually reach the same state or the consensus value. In this sense, the �nal state of
agent i; xi, must be equal to the �nal state of its neighbor; xj , it is, xi = xj, ∀ i, j. A distributed
cooperative control is applied in the system when agents can not reach the consensus value
by themselves, as seen further in Section 5.3. As was mentioned, this control strategy is based
on local and neighbors’ information. However, it would be impractical to apply the control in
every single node. Hence, the control law is applied in some nodes, known as pinned nodes or
leader agents, who later exchange the information with those remaining. To establish an adequate
control strategy in the system requires a proper de�nition of the dynamics’ order that better �ts
the behavior of the agents [30, 63].



5.2 Agents’ Dynamics and Consensus Protocols 65

The concept of dynamic is related to the individual agent behavior and the equations to model it.
Hence, there are �rst, second, and higher-order dynamics to describe di�erent behaviors. As an
example, in the context of electrical circuits, the order of the system is given by the number of
energy storage elements contained in there (e.g., inductors and capacitors). In this sense, those
circuits with a single energy storage element are �rst-order circuits, those with two energy stora-
ge elements are second-order circuits and so on [36]. In another context, the order of the dynamic
is related, for example, to variables like position, velocity, and acceleration, being of �rst, second,
and third-order, respectively.

On the other hand, consensus or agreement protocols are related to the tools used to commu-
nicate the agents in a network and how they interact, i.e., graph topologies, information �ow
direction, communication protocols, and others. Some topologies can be either �xed or variable,
as well as; some communication channels that can present time-delays or not. Those con�gu-
rations determine the selection of an adequate consensus protocol to make the network agents
reach the agreement or the desired synchronization. Hence, for the same dynamic, there may be
di�erent consensus protocols. Moreover, even if a topology of a second-order networked system
possesses a spanning tree, a �rst-order protocol is not guaranteed to work correctly in it to meet
the agreement. Some relevant dynamics are described below, as well as some consensus protocols.

5.2.1. First-order Dynamics

A system with a�rst-order dynamics own a single-integrator, as described in Equation (5-15) [30]

ẋi (t) = ui (t) (5-15)

where ui (t) represents the control input and is de�ned in function of the states of the i-th node
xi (t), as shown in Equation (5-16)

ui (t) = ki (xi1 , xi2 , ..., ximi
) (5-16)

where N the total number of nodes and m < N to guarantee a distributed control protocol.
xi (t) ∈ R, represents a physical quantity.

Some consensus protocols for the dynamics of Equation (5-15) are:
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For a �xed or variable topology with no communication delay, the local protocol in the
agent i can be de�ned by an average consensus, as expressed in Equation (5-17)

ui (t) =
∑
j∈Ni

aij (xj (t)− xi (t)) (5-17)

where aij is the element ij from the adjacency matrix A. Ni is the neighborhood of the node i
and is variable for non-�xed topologies.

For �xed topologies with time delays in the communication channel, a consensus protocol
is expressed in Equation (5-18)

ui (t) =
∑
j∈Ni

aij [xj (t− τij)− xi (t− τij)] (5-18)

where τij > 0 is a constant time delay.

Another protocol for the �rst-order dynamics is the non-linear presented in Equation (5-19),
which requires Lyapunov analysis to meet the convergence [44]

ui (t) =
∑
j∈Ni

Φi (xj (t)− xi (t)) . (5-19)

5.2.2. Second-order Dynamics

A system with a second-order dynamics owns a double-integrator. This system is described by
Equation (5-20)

ẍi (t) = ui (t) (5-20)

where
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ẋi (t) = vi (t) (5-21)

and

v̇i (t) = ui (t) . (5-22)

A protocol consensus for the dynamic of Equation (5-20) in a local neighborhood is de�ned in
Equation (5-23)

ui (t) = α
∑
j∈Ni

aij (xj (t)− xi (t)) + β
∑
j∈Ni

aij (vj (t)− vi (t)) (5-23)

whereα, β > 0, are the sti�ness and damping gains, respectively. This last equation is a variation
of a Proportional-Derivative (PD) Control.

Analogously to Equation (5-18), the protocol consensus for a second order dynamic in delayed
directed networks is described in Equation (5-24)

ui (t) = α
∑
j∈Ni

aij [xj (t− τij)− xi (t− τij)] + β
∑
j∈Ni

aij [vj (t− τij)− vi (t− τij)] . (5-24)

A summarized description of the above relationships between the agent dynamics and some of
their consensus protocols is shown in Figure 5-4.

For more detailed information on the dynamics, their consensus protocols, and their convergence
analysis, go to [30, 36, 44, 63].

5.3. Distributed Cooperative Control

On an isolated microgrid, one of the main objectives is to achieve the synchronization of fre-
quency and voltage values from each inverter and bring them to the reference value. The primary
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Figure 5-4: Agents’ dynamics and some consensus protocols.

control described in Section 3.1 is applied locally to each inverter of the microgrid to accomplish
this task. However, synchronization is not entirely achieved, as some deviations from the refe-
rence value occur when such control is applied. The secondary control allows us to adjust the
frequency and voltage values and synchronize them with the reference. In the cooperative ap-
proach, the control provides the appropriate frequency and voltage reference set points, ω∗i and
V ∗i , for the primary control Equations (3-2) and (3-6). This way, it leads the frequency and voltage
values to reach the reference ωi and Vi, respectively [1, 8].

The multi-agent system considered in this work has one node as the leader, and its followers
belong to a subset of the total number of nodes. The leader node provides the reference set-
point; then, all the agents’ states must synchronize to the leader’s state. Additionally, the control
approach considered guarantees the synchronization when the graph contains a spanning tree,
independent of its topology [65].
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5.3.1. Secondary Frequency Control

Let’s be the angular frequency of inverter i, ωi, and of its neighbor j, ωj . The objective is that
eventually ωi = ωj, ∀ i, j. According to the de�nitions in Section 5.2, the cooperative control
law can be de�ned based on a �rst-order’s dynamic. Applying the derivative to Equation (3-2)
the dynamics of the angular frequency of inverter i can be obtained as [1]

ω̇i = ω̇∗i −KpiṖi (5-25)

then, the �rst-order control protocol for the inverter i, uωi
(t) can be de�ned as follows

uωi (t) = ω̇i. (5-26)

Under the assumption of non-time-delay in the communication system, the agreement protocol
can be de�ned through the average consensus of Equation (5-17). Consequently, the distributed
cooperative control law based on local neighboring information can be established for the agent
i as [29]

eωi
(t) =

∑
j∈Ni

aij (ωj (t)− ωi (t)) + gi (ωref − ωi (t)) (5-27)

where ωi and ωj are the measured frequencies at inverter i and its neighbor j, respectively. ωref
is the reference frequency in the microgrid. aij is the element ij from the adjacency matrix A. gi
is the pinning gain, de�ned as follows

gi =

{
1, pinned nodes to the leader
0, non-pinned nodes.

(5-28)

The control input, uω, can also be de�ned in terms of the tracking error (cooperative control law);
eωi

, as

uωi
(t) = cωeωi

(t) . (5-29)
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where cω > 0 is the coupling gain, de�ned as the convergence speed. Then, Equation 5-29 is
expressed as

uωi
(t) = cω

(∑
j∈Ni

aij (ωj (t)− ωi (t)) + gi (ωref − ωi (t))

)
. (5-30)

Finally, the frequency set-point provided for the primary control is

ω∗i =

∫ (
uωi

(t) +KpiṖi

)
dt (5-31)

where Ṗi is found with Equation (2-5).

5.3.2. Secondary Voltage Control

Similar to previous subsection, we have for the voltage’s dynamics of inverter i

V̇i = V̇ ∗i −KqiQ̇i (5-32)

where the �rst-order input uvi (t) is

uvi (t) = V̇i = cvevi (t) (5-33)

and cv > 0 is the coupling gain, de�ned as the convergence speed. The distributed cooperative
control law based on local neighboring information for agent i is [9]

evi (t) =
∑
jεNi

aij (Vj (t)− Vi (t)) + gi (Vref − Vi (t)) . (5-34)

where Vi and Vj are the measured voltages at inverter i and its neighbor j, respectively. Vref is
the reference voltage in the microgrid. aij is the element ij from the adjacency matrixA. gi is the
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pinning gain, de�ned in Equation (5-28). Then, Equation 5-33 is expressed as [11]

uvi (t) = cv

(∑
jεNi

aij (Vj (t)− Vi (t)) + gi (Vref − Vi (t))

)
. (5-35)

Finally, the voltage set-point provided for the primary control is [8]

V ∗i =

∫ (
uvi +KqiQ̇i

)
dt (5-36)

where Q̇i is found with Equation 2-5.

5.4. Observer-based Cooperative Control

In practice, it is not always possible to get all the measurements’ information from inverters. Also,
in some cases, the reliability of such information is a�ected either for an attack on an inverter
or a random failure in the system. One of the main purposes of the network controls is avoiding
the propagation of the e�ect of an inverter’s attack through the entire network. In this sense, it is
necessary to use a methodology that allows the use of estimated values in the design of control
protocols instead of measured values, i.e., estimate the states and the outputs in the inverter. The
incorporation of an observer in the control design is a possibility to address the scenario just
described.

The controller design that incorporates an observer can be performed with complete information
of the neighborhood for both observer and control input. However, as was explained so far, there
is not always access to such information. On the other hand, in multi-agent systems, synchro-
nization can be reached even if just one of them (observer or controller) has complete access to
neighbors’ information. Accordingly, two architectures possibilities can be 1) a controller with
neighbors’ information and an observer that uses only local information, 2) a controller with
local information and an observer that uses neighbor’s information [65]. The following Subsec-
tions 5.4.1 and 5.4.2 show the development of two designs for an observer based on the second
architecture, i.e., local information controller with an observer with neighbors’ information.
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5.4.1. Observer Design 1

The scheme proposed is based on a controller with local information and an observer that uses
neighbor’s information. So for inverter i, the observer’s design includes either the measured va-
lues or the estimated values of the states and the outputs. On the other hand, the controller
contains information about the estimated values from the neighbors of i [65]. This approach
works e�ectively for an attack in the sensor actuator, like the one described in Subsection 4.1.3;
its design avoids the spreading across the network of this attack’s e�ect. Additionally, a hijac-
king attack in the controller, like the one described in Subsection 4.1.2, can also be avoided from
spreading through the network; it will just a�ect the attacked node given that the communicated
information is the estimated.

Frequency Observer

The new model for the local control input of frequency, uωi
(t), is set as follows

uωi
(t) = cω̂ (ω̂i (t)− ωi (t)) (5-37)

where ω̂i (t), is the observed angular frequency and is de�ned with the neighbors’ information
as follows

˙̂ωi (t) =
∑
jεNi

aij (ω̂j (t)− ω̂i (t)) + gi (ωref − ω̂i (t)) (5-38)

where ω̂j , is the observer frequency of the neighbor j. Accordingly, the error neighborhood trac-
king is de�ned as

eω̂i
(t) = ˙̂ωi (t) . (5-39)

The frequency set-point provided for the primary control is the same de�ned in Equation (5-31).
The diagram that illustrates the complete interaction of the observer and the control protocol is
shown in Figure 5-5.



5.4 Observer-based Cooperative Control 73

Figure 5-5: Observer design 1.

Voltage Observer

Similar to the model used for frequency, the local control input for voltage, uvi (t), is set as follows

uvi (t) = cv̂

(
V̂i (t)− Vi (t)

)
(5-40)

where V̂i (t), is the observed voltage and is de�ned with the neighbors’ information as follows

˙̂
Vi (t) =

∑
jεNi

aij

(
V̂j (t)− V̂i (t)

)
+ gi

(
Vref − V̂i (t)

)
(5-41)

where V̂j , is the observer frequency of the neighbor j. Accordingly, the error neighborhood trac-
king is de�ned as

evi (t) =
˙̂
Vi (t) . (5-42)

The voltage set-point provided for the primary control is the same de�ned in Equation (5-36).

5.4.2. Observer Design 2

The scheme proposed is based on a controller with local information and an observer that uses
neighbor’s information. So for inverter i, the observer’s design includes either the measured va-
lues or the estimated values of the states and the outputs. On the other hand, the controller
contains information about the estimated values from the neighbors of i [65].
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This approach makes two estimation levels of the frequency and voltage values, i.e., ωi and Vi.
The possible deviations produced in the measured values due to a cyber-attack are corrected in
the �rst level of estimation. Then, in the second level of estimation, it is computed a re�ned value.
Finally, in the control input, this re�ned value is compared with the measured one. Attacks in the
communication links like the described in Subsections 4.2.1 and 4.2.2 are e�ectively corrected
through this control design.

Frequency Observer

The new model for the local control input of frequency, uωi
(t), is set as follows

uωi
= cω̂ (ω̃i − ωi) (5-43)

where ω̃i, is the re�ned observed frequency of inverter i, de�ned as follows

ω̃i (t) = ωi +
∑
jεNi

aij (ω̂j (t)− ω̂i (t)) + gi (ωref − ω̂i (t)) (5-44)

where ω̂i (t), ω̂j (t) are the observed voltages of inverter i and its neighbor j, respectively. The
de�nition of the observed frequency is given by Equation (5-38) in Subsection 5.4.1. Then, the
neighborhood tracking error can be de�ned as follows.

eω̂i
(t) = ω̃i (t) . (5-45)

The frequency set-point provided for the primary control is the same de�ned in Equation (5-31).
The diagram that illustrates the complete interaction of the observer and the control protocol is
shown in Figure 5-6.

Voltage Observer

Similar to the model used for frequency, the local control input for voltage, uvi (t), is set as follows
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Figure 5-6: Observer design 2.

uvi = cv̂

(
Ṽi − Vi

)
(5-46)

where Ṽi, is the re�ned observed voltage of inverter i, de�ned as follows

Ṽi (t) = Vi +
∑
jεNi

aij

(
V̂j (t)− V̂i (t)

)
+ gi

(
Vref − V̂i (t)

)
(5-47)

where V̂i (t), V̂j (t) are the observed voltages of inverter i and its neighbor j, respectively. The
de�nition of the observed voltage is given by Equation (5-41) in Subsection 5.4.1. Then, the neigh-
borhood tracking error can be de�ned as follows

ev̂i (t) = Ṽi (t) . (5-48)

The voltage set-point provided for the primary control is the same de�ned in Equation (5-36).
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Figure 5-7: Original IEEE 34 node test feeder.

5.5. Case Studies

5.5.1. System Configuration

The proposed control schemes are probed in the IEEE 34 node test feeder illustrated in Figure 5-7
[40]. This system is modi�ed with six inverter-based DGs making up the microgrid studied in this
work, as shown in Figure 5-8. These inverters are connected to the feeder through a transformer
with the con�guration shown in Table 5-1. Some considerations of the system includes; no losses,
inductive transmission lines, enough capacity to meet the demand, and no time-delays in the
communication channels. The inverters of the microgrid have the droop control gains speci�ed
in Table 5-2, whereKp andKq are the active and reactive power gains, respectively. The DGs are
connected in parallel to the common bus through the output connector, as shown in Figure 5-9.
Additionally, to the common bus are connected three RLC loads of 10 kW each.

5.5.2. Communication Layer

The communication layer through which the inverters exchange information is illustrated with
green striped lines in Figure 5-10. The topology of this communication system can be represented



5.5 Case Studies 77

Figure 5-8: IEEE 34 node test feeder modi�ed with six inverters.

Frequency 60Hz
Connection Y-Y
Series Impedance (0.03 + j0.12)p.u
Power 400kVA
Primary Voltage 480V
Secondary Voltage 24.9kV

Table 5-1: Transformer speci�cations.

Inverters 1, 2, 4, 5 Inverters 3, 6
Droop
Gains

Kp 9.4× 10−5 12.5× 10−5

Kq 1.3× 10−5 1.5× 10−5

Output
Connector

Rc 0.03Ω

Lc 0.35mH

LC Filter
Rf 0.1Ω

Lf 1.35mH

Cf 50µF

Table 5-2: Parameters of the inverters.



78 5 Resilient Secondary Cooperative Control

Figure 5-9: Inverters connection to the AC bus.

through the digraph of Figure 5-11. Given that the multi-agent system considered in this work
is made up of one leader node and n identical followers, the reference signal of frequency and
voltage are received by the leader, i.e., the DG1, as illustrated in Figure 5-11 (b). Accordingly, the
pinning gain vector g is set as

g =
[

1 0 0 0 0 0
]

and the adjacency matrix that describes the interaction of the agents is given by Equation 5-49

A =



0 0 0 0 0 1

1 0 0 0 0 0

0 1 0 1 0 1

1 0 1 0 1 0

0 0 0 1 0 1

1 0 0 0 1 0


. (5-49)
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Figure 5-10: IEEE 34 bus modi�ed with the communication layer.

(a) (b)

Figure 5-11: Communication network topology of the microgrid with 6 inverters. (a) General
graph. (b) Graph with the references pinned to the leader node.
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5.5.3. Scenarios Description

The performance of the di�erent control schemes are analyzed under two main cyber-attack
scenarios, i.e., A) controller attacks and B) communication link attacks. Additionally, these two
scenarios are studied with two attack models each, i.e., 1) constant disturbance and 2) hijacking.
Below is a summary of the di�erent attack scenarios

Cyber Attack Scenarios



A. Controller
{

1. Constant Disturbance
2. Hijacking

B. Communication Link
{

1. Constant Disturbance
2. Hijacking.

Case A: Controller A�ack

The conceptual description of this attack is comprehended in Section 4.1, where three di�erent
types of attacks are modeled. The subsequent analysis shows the two �rst models, i.e., the explai-
ned in Subsections 4.1.1 and 4.1.2, which are considered cybernetic. These two attacks are both
deployed at the primary level of control.

Case A - 1: Constant Disturbance

In t = 1 s, a constant signal of 0.2 Hz is added to the primary reference frequency of inverter 2.
Then, from Equation 3-2 and in terms of hertz we have the following equivalent expression

fi = f ∗i −
KpiPi

2π
(5-50)

accordingly, the frequency for inverter 2 under this attack scenario is de�ned as follows
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f2 =


f2, t = 0 s

f2 + 0.2 Hz, t = 1 s

Case A - 2: Hijacking

In t = 1 s, the primary reference frequency, f2, stops from being received for the inverter 2, and
it gets a constant signal of 60.2 Hz instead. Then, from Equation 5-50 we have for the inverter 2

f2 =


f2, t = 0 s

60.2 Hz, t = 1 s.

Case B: Communication Link A�ack

The conceptual description of this attack is comprehended in Section 4.2, where is modeled two
di�erent types of attacks. The subsequent analysis shows those models, i.e., the explained in
Subsections 4.2.1 and 4.2.2, which are considered cybernetic. These two attacks are both deployed
in the communication between the primary and secondary levels of control.

Case B - 1: Constant Disturbance

In t = 1 s, a constant signal of 0.2 Hz is added to the f2 signal communicated between the primary
and secondary levels of control. This action is illustrated in Figure 5-12.

Case B - 2: Hijacking

In t = 1 s, the f2 signal stops from being communicated between the primary and secondary levels
of control and it is communicated a constant signal of 60.2 Hz instead. This action is illustrated
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Figure 5-12: Constant disturbance attack to communication link of inverter 2.

Figure 5-13: Hijacking attack to communication link of inverter 2.

in Figure 5-13.

Disconnection of the A�ected Node

When the control strategy used in the system does not present a desirable performance for the
frequency and voltage responses, it can be adopted as an action, the disconnection of the a�ected
node to improve the performance. In the following case studies, all the attack scenarios are per-
formed on inverter 2. Then, DG2 can be disconnected from communication topology to correct
the performance. Accordingly, the outgoing link of DG2 is disconnected, and the new topology
is illustrated in Figure 5-14, with the corresponding adjacency matrix given by Equation (5-51).
On the other hand, DG2 is also physically disconnected from the common bus, as illustrated in
Figure 5-15.
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Figure 5-14: Communication graph topology of Figure 5-11 with the edge v2v3 disconnected.

Figure 5-15: Physical disconnection of DG2 from the common bus.

A =



0 0 0 0 0 1

1 0 0 0 0 0

0 0 0 1 0 1

1 0 1 0 1 0

0 0 0 1 0 1

1 0 0 0 1 0


. (5-51)

5.5.4. Results

This section shows the results of the control approaches under the di�erent cyber-attack scena-
rios from Table 5-3, i.e., 1) the conventional cooperative control, described in Subsection 5.3, 2) the
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ATTACK
A. Controller B. Communication Link

1. Constant
Disturbance

2. Hijacking 1. Constant
Disturbance

2. Hijacking

C
O
N
T
R
O
L

Cooperative Control

Observer
Design 1

F
F & V

Disconnection
Observer
Design 2

F
F & V

Table 5-3: Implemented cyber-attack experiments.

observer-based cooperative control with design 1, described in Section 5.4.1, and 3) the observer-
based cooperative control with design 2, described in Subsection 5.4.2, under the cases (A - 1), (A
- 2), (B - 1), and (B - 2). Table 5-3 shows with a check-mark the implemented experiments.

1) Conventional Cooperative Control

1) Case A - 1: Constant Disturbance in the Controller

Figure 5-16 shows the performance of the conventional cooperative control in the frequency
response under a constant disturbance attack in the controller of inverter 2. It can be seen that in
t = 1 s, f2 takes the value of 60.2, the control corrects the deviation, and f2 recovers the reference
to 60. Then, the frequencies from inverters synchronize appropriately.

Figure 5-17 shows the performance of the conventional cooperative control in the voltage res-
ponse under a constant disturbance attack in the controller of inverter 2. It can be seen that in
t = 1 s the voltage values from all the inverters have a slight deviation from the reference but
those back immediately to the original reference and synchronize adequately. In Figures 5-17 (b)
and 5-17 (c) is zoomed the voltage response, it can be seen that the values from the inverters
di�erent of 2 synchronize perfectly, and the response of 2 slightly deviates.
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Figure 5-16: Frequency response of the system with the conventional cooperative control under
a constant disturbance attack of 0.2 Hz in the controller of inverter 2 in t = 1 s.

1) Case A - 2: Hijacking of the Controller

Figure 5-18 shows the performance of the conventional cooperative control in the frequency
response under a controller hijacking attack. f3 who is the direct follower of f2, tries to track the
reference that f2 imposes. The frequencies from all inverters do not reach synchronization.

Figure 5-19 shows the performance of the conventional cooperative control in the voltage res-
ponse under a controller hijacking attack. It can be seen that voltage values from all the inverters
do not reach the synchronization.

1) Case B - 1: Constant Disturbance of the Communication Link

Figure 5-20 shows the performance of the frequency response using the conventional cooperative
control under a constant disturbance attack in the communication link. Figures 5-20 (a) and 5-
20 (b) show the frequency response before the attack and after the attack, respectively. The attack
conducts to trick the system, it can be seen that the signal received by the secondary control
(Figure 5-20 (b)) seems to work adequately; however, f2 is behaving as seen in Figure 5-20 (a),
i.e., at 59.8 Hz.
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Figure 5-17: Voltage response of the system with the conventional cooperative control under a
constant disturbance attack of 0.2 Hz in the controller of inverter 2 in t = 1 s.
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Figure 5-18: Frequency response of the system with the conventional cooperative control under
a hijacking attack of 60.2 Hz in the controller of inverter 2 in t = 1 s.
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Figure 5-19: Voltage response of the system with the conventional cooperative control under a
hijacking attack of 60.2 Hz in the controller of inverter 2 in t = 1 s.
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Figure 5-20: Frequency response of the system using the conventional cooperative control under
a constant disturbance attack of 0.2 Hz in the communication link of inverter 2 in
t = 1 s. (a) Frequency response before the attack deployment (measured value). (b)
Frequency signal received by the secondary control

Figure 5-21 shows the performance of the conventional cooperative control in the voltage res-
ponse under a constant disturbance attack in the communication link. It can be seen that voltage
values from inverters do not synchronize as is expected.

1) Case B - 2: Hijacking of the Communication Link

The conventional cooperative control does not perform adequately under a hijacking attack in the
communication link of inverter 2, and it is produced a collapse of the system. The frequency and
voltage responses cannot follow the reference and consequently do not reach synchronization.

2) Observer-based Cooperative Control with Design 1

2) Case A - 1: Constant Disturbance in the Controller

Although it was not required an improvement in the performance of the system under a constant
disturbance attack in the controller, they were implemented the frequency and voltage observers
from Equations (5-38) and (5-41). The responses for both frequency and voltage were the same
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Figure 5-21: Voltage response of the system using the conventional cooperative control under
a constant disturbance attack of 0.2 Hz in the communication link of inverter 2 in
t = 1 s.

obtained with the conventional cooperative control in Figures 5-16 and 5-17, respectively.

2) Case A - 2: Hijacking of the Controller

In this scenario were implemented four experiments; a) frequency observer, b) frequency observer
with disconnection of the a�ected node, i.e., the inverter 2, c) frequency and voltage observers,
and d) frequency and voltage observers with disconnection of the a�ected node.

Frequency Observer

Figure 5-22 shows the performance of the frequency response with a frequency observer-based
cooperative control (design 1) under a hijacking attack in the controller of inverter 2. It can be
seen that even when the a�ected node remains in the wrong reference of 60.2 Hz, the remaining
frequency responses from the inverters synchronize appropriately and track the reference in 60

Hz.

Figure 5-23 shows the performance of the voltage response with a frequency observer-based
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Figure 5-22: Frequency response of the system using a frequency observer-based cooperative
control (design 1) under a a hijacking attack of 60.2 Hz in the controller of inverter
2 in t = 1 s.

cooperative control (design 1) under a hijacking attack in the controller of inverter 2 for two
di�erent values of coupling gain, Cv. Additionally, it can be seen that the synchronization cannot
be reached, and the reference is not followed adequately.

Frequency Observer and Disconnection of the A�ected Node

Figure 5-24 shows the performance of the frequency response once the a�ected node is discon-
nected from the graph in t = 6 s. The adjacency matrix changes from Equation (5-49) to the
one in Equation (5-51) and the graph becomes the one in Figure 5-14. It can be seen that the
performance of the response has the desired behavior once the node is disconnected.

Figure 5-25 shows the performance of the voltage response once the a�ected node is disconnected
from the graph in t = 6 s. The adjacency matrix changes from Equation (5-49) to the one in
Equation (5-51) and the graph becomes the one in Figure 5-14. It can be seen that the performance
of the response has the desired behavior once the node is disconnected, even when the controller
used has not a voltage observer.

Frequency and Voltage Observers
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Figure 5-23: Voltage response of the system using a frequency observer-based cooperative con-
trol (design 1) under a hijacking attack of 60.2 Hz in the controller of inverter 2 in
t = 1 s for two di�erent values of coupling gain: (a) cv = 120 and (b) cv = 200.
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Figure 5-24: Frequency response of the system using a frequency observer-based cooperative
control (design 1) under a hijacking attack of 60.2 Hz in the controller of inverter 2
in t = 1 s. Disconnection of node 2 from the graph in t = 6 s.
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Figure 5-25: Voltage response of the system with a frequency observer-based cooperative control
(design 1) under a hijacking attack of 60.2 Hz in the controller of inverter 2 in t = 1

s. Disconnection of node 2 from the graph in t = 6 s.

The performance of the frequency response with a cooperative control with observers for fre-
quency and voltage (design 1) under a hijacking attack in the controller of inverter 2, is the same
obtained in Figure 5-22, where the performance was not adequate. However, Figure 5-26 shows
an improvement in the voltage performance response, i.e., even when inverter 2 moves away
from the reference, the responses of the other inverters reach synchronization and follow the
reference.

Frequency and Voltage Observers and Disconnection of the A�ected Node

The performance of the frequency response with the disconnection of the a�ected node is the
same obtained in Figure 5-24, where there is no observer for voltage.

Figure 5-27 shows the performance of the voltage response once the a�ected node is disconnected
from the graph in t = 6 s. The adjacency matrix changes from Equation (5-49) to the one in
Equation (5-51) and the graph becomes the one in Figure 5-14. It can be seen that the performance
of the response has the desired behavior once the node is disconnected. This is the performance
expected independent of the controller applied.
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Figure 5-26: Voltage response of the system with a cooperative control using observers for fre-
quency and voltage (design 1) under a hijacking attack of 60.2 Hz in the controller
of inverter 2 in t = 1 s.
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Figure 5-27: Voltage response of the system with a cooperative control using observers for fre-
quency and voltage (design 1) under a hijacking attack of 60.2 Hz in the controller
of inverter 2 in t = 1 s. Disconnection of node 2 from the graph in t = 6 s.
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Figure 5-28: Voltage response of the system with a cooperative control using observers for fre-
quency and voltage (design 1) under a constant disturbance attack of 0.2 Hz in the
communication link of inverter 2 in t = 1 s.

2) Case B - 1: Constant Disturbance of the Communication Link

The performance of frequency response before and after the attack using a cooperative control
with observers for frequency and voltage (design 1) under a constant disturbance attack in the
communication link are the same of Figure 5-20. However, Figure 5-28 shows that the perfor-
mance of voltage response improves, i.e., inverters not a�ected reach the synchronization, as well
as the tracking of the reference.

2) Case B - 2: Hijacking of the Communication Link

Similar to the case of conventional cooperative control, the system does not perform adequately
under a hijacking attack in the communication link of inverter 2 using the design 1 for frequency
and voltage observers. The frequency and voltage responses cannot follow the reference and
consequently do not reach synchronization.
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Figure 5-29: Frequency response of the system using the design 2 of the observer based-
cooperative control under a constant disturbance attack of 0.2 Hz in the controller
of inverter 2 in t = 1 s.

3) Observer-based Cooperative Control with Design 2

Case A - 1: Constant Disturbance in the Controller

Figure 5-29 shows the performance of the frequency response with a frequency observer-based
cooperative control (design 2) under a constant disturbance attack in the controller. This control
strategy does not work adequately for this scenario; the frequency responses lose the tracking of
the reference.

Figure 5-30 shows the performance of the voltage response with a frequency observer-based
cooperative control (design 2) under a constant disturbance attack in the controller. This control
strategy does not work adequately for this scenario; the voltage responses lose the tracking of
the reference and do not reach synchronization.
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Figure 5-30: Voltage response of the system using the design 2 of the observer based-cooperative
control under a constant disturbance attack of 0.2 Hz in the controller of inverter 2
at t = 1 s.

3) Case A - 2: Hijacking of the Controller

Figure 5-31 shows the performance of the frequency response with a frequency observer-based
cooperative control (design 2) under a hijacking attack in the controller of inverter 2. The design
of this controller does not have a stable performance under this scenario of attack, the frequency
response loses the reference tracking, and consequently, the synchronization is lost.

Figure 5-32 shows the performance of the voltage response with a frequency observer-based
cooperative control (design 2) under a hijacking attack in the controller of inverter 2. The design
of this controller does not have a stable performance under this scenario of attack, the voltage
response loses the reference tracking, and consequently, the synchronization is lost.

3) Case B - 1: Constant Disturbance of the Communication Link

Figure 5-33 shows the performance of the frequency response with a frequency and voltage
observer-based cooperative control (design 2) under a constant disturbance attack in the com-
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Figure 5-31: Frequency response of the system using the design 2 of the observer-based coope-
rative control under a hijacking attack of 60.2 Hz in the controller of inverter 2 in
t = 1 s.
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Figure 5-32: Voltage response of the system using the design 2 of the observer-based cooperative
control under a hijacking attack of 60.2 Hz in the controller of inverter 2 in t = 1 s.
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Figure 5-33: Frequency response of the system with the design 2 of the observer-based coopera-
tive control under a constant disturbance attack of 0.2 in the communication link
of inverter 2 in t = 1 s. (a) Frequency response before the attack deployment (mea-
sured value). (b) Frequency signal received by the secondary control.

munication link. Figures 5-33 (a) and 5-33 (b) show the frequency response before the attack,
and after the attack, respectively. With this control strategy the attack does not get to trick the
system, it can be seen that the signal received by the secondary control (Figure 5-33 (b)) is the
actual behavior of the frequency response, i.e., f2 = 60.2 Hz, and in Figure 5-33 (a) it can be
seen that the control corrects the error. Hence f2 follows the reference and, in consequence, the
synchronization is achieved.

Figure 5-34 shows the performance of the voltage response with a frequency and voltage observer-
based cooperative control (design 2) under a constant disturbance attack in the communication
link. With this control strategy, the voltage response follows the reference, and the synchroniza-
tion is achieved.

3) Case B - 2: Hijacking of the Communication Link

Figure 5-35 shows the performance of the frequency response with a frequency and voltage
observer-based cooperative control (design 2) under a hijacking attack in the communication
link. Figures 5-35 (a) and 5-35 (b), show the frequency response before the attack, and after the
attack, respectively. With this control strategy, the attack does not get to trick the system, it can
be seen that the signal received by the secondary control (Figure 5-35 (b)) is the actual behavior
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Figure 5-34: Voltage response of the system with the design 2 of the observer-based cooperative
control under a constant disturbance attack of 0.2 Hz in the communication link of
inverter 2 in t = 1 s.

of the frequency response, i.e., f2 = 60.2 Hz, and in Figure 5-35 (a) it can be seen that the control
corrects the error. Hence f2 follows the reference and the synchronization is achieved.

Figure 5-36 shows the performance of the voltage response with a frequency and voltage observer-
based cooperative control (design 2) under a hijacking attack in the communication link. With this
control strategy, the voltage response follows the reference, and the synchronization is achieved
appropriately.

Summary of Results

Table 5-4 presents a summary of results for all the experiments implemented. The check-mark
( ) indicates the combination of attack and controller with an adequate performance of synchro-
nization and reference tracking. Hence, the blue check-mark ( ) indicates the best combination
of all the strategies proposed. The ‘x’ symbol indicates the combination of attack and controller
that did not present a desirable performance. Finally, ‘NA’ indicates that the experiment was not
implemented.
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Figure 5-35: Frequency response of the system with the design 2 of the observer-based coope-
rative control under a hijacking attack of 60.2 Hz in the communication link of
inverter 2 in t = 1 s. (a) Frequency response before the attack deployment (measu-
red value). (b) Frequency signal received by the secondary control.
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Figure 5-36: Voltage response of the system with the design 2 of the observer-based cooperative
control under a hijacking attack of 60.2 Hz in the communication link of inverter 2
in t = 1 s.
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ATTACK
A. Controller B. Communication Link

1. Constant 2. Hijacking 1. Constant 2. Hijacking
Disturbance Disturbance

F Sync. V Sync. F Sync. V Sync. F Sync. V Sync. F Sync. V Sync.

C
O
N
T
R
O
L

Cooperative Control x x x x x x

Observer
Design 1

F x NA NA x x
F & V x x x

Disconnection NA NA NA NA NA NA
Observer
Design 2

F x x x x
F & V NA NA NA NA

Table 5-4: Performance response of the control schemes under di�erent attack scenarios.





6 Conclusions and Recommendations

6.1. Conclusions

This document presents a cooperative control strategy that allows the synchronization of fre-
quency and voltage under an attack of a constant disturbance addition in the controller. Also,
a resilient observer-based cooperative control is presented for the synchronization of inverters
under a hijacking attack in the controller.

For communication link attacks it is presented a more robust control strategy to guarantee the
synchronization of inverters’ frequency and voltage values. This strategy is also cooperative and
is based on an observer with two estimation levels.

The three strategies presented, i.e., the conventional cooperative control and the observer-based
cooperative controls with designs 1 and 2 are implemented for both voltage and frequency se-
condary levels. The inclusion of voltage control is crucial for an adequate synchronization and
reference tracking.

The design of the proposed observer in Subsection 5.4.1 is focused on the internal dynamics of
the system. Then for an attack in the controller, this approach presents a better response in the
system. On the other hand, the design of the proposed observer in Subsection 5.4.2 is focused on
the communication dynamics. Then, for communication link attacks, this approach is the most
appropriate among the strategies presented.

An attack in the communication link is a very sophisticated attack that drives to trick the system.
Hence, a conventional control technique is not su�cient to make the system resilient.

The response of the system when the a�ected node is disconnected presents the same behavior
for all the control strategies under all the attack scenarios, i.e., the inverters follow the reference
and reach the synchronization.
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A sophisticated design of an attack considers hardly detectable perturbations. Hence, the distur-
bances are slight perturbations that destabilize the system but not su�cient to produce a break-
down. In consequence, in some cases, none control actions are executed, even when the system
works wrongly.

6.2. Recommendations

The distributed architecture can be modi�ed for hybrid architecture. A hybrid architecture enables
similar knowledge to the provided from a full-connected graph but communicating data peer to
peer. Hybrid models are a 4.0 industry and merge the best of both architectures centralized and
distributed.

The bene�ts from both observers’ schemes for control, i.e., the described in Subsections 5.4.1
and 5.4.2, can be combined into a hybrid control to make the system resilient to di�erent cyber-
attack scenarios.

In case that none control strategy responds appropriate for the system, the disconnection of the
a�ected node is an alternative to reach the synchronization. This alternative avoids the propaga-
tion of the attack e�ects across the network.

The experiments’ simulation should include the control models for both frequency and voltage
in order to obtain a closer design for a real scenario. Many research works implement one of the
models and assume a similar response in the other one.
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