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Título en Inglés: A distributional approach to asymptotics of the Spectral
Action.

Título en Español: Una aproximación distribucional a la expansión asintótica
de la Acción Espectral.

Abstract

The spectral action is the natural and appropriate notion of an action on the
space of spectral triples, and it was introduced by Chamseddine and Connes
in 1997.
After including some definitions and results concerning the Cesàro theory of
distributions and asymptotic analysis, we discuss the asymptotic expansion
of the spectral action in the distributional sense for a commutative spectral
triple following Estrada, Gracia-Bondía and Várilly.

Resumen
La acción espectral es el concepto natural y apropiado para hablar de una
acción en el espacio de triplas espectrales, y fue introducido por primera vez
por Chamseddine y Connes en 1997.

Después de incluir definitiones y resultados que conciernen a la teoría
de Cesàro para distribuciones y análisis asintótico, discutimos la expansión
asintotica de la acción espectral en el sentido distribucional para una tripla
espectral conmutativa, siguiendo a Estrada, Gracia-Bondía y Várilly.

Keywords: spectral action, Cesàro summability, distributions, asymptotic ex-
pansion, pseudodifferential operators, spectral theory, noncommutative geometry.

Palabras clave: acción espectral, sumabilidad de Cesàro, distribuciones, ex-
pansiones asintóticas, operadores pseudidiferenciales, teoría espectral, geometría no
conmutativa.
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Introduction

This thesis is the result of my Master’s work in the field of distributions,
noncommutative geometry and spectral geometry, that I have been conduct-
ing under the supervision of Dr. S. Paycha and Dr. C. Neira-Jiménez. It deals
with the distributional approach to asymptotics applied to the spectral action
in the setting of the canonical commutative spectral triple. Noncommutative
geometry turns out to be so broad and modern that many notions from other
mathematical branches meet; this work is an example of these meetings. In
a nutshell, noncommutative geometry is about extends the correspondence
between commutative algebras and spaces to algebras whose elements do
not commute, corresponding to some virtual noncommutative space [Con94;
CM08a; GBVF01].

In the past decades it became clear that noncommutative geometry is well
suited for physical applications. An example of this is the spectral action
principle, defined by Chamseddine and Connes [CC97], which is an univer-
sal action functional on spectral triples (see Definition 3.3.1) that applied to
a particular type of noncommutative spaces, is the way how one gets the
Standard Model coupled to gravity [CCM07]. This model also makes var-
ious predictions at unification scale, and there are some phenomenological
and cosmological consequences of this purely geometrical approach to uni-
fication [Sak11]. In this part, authors like [FFM15; ILV12; MPT11] used heat
kernel methods to obtain an asymptotic behavior of the spectral action. The
assumption made in these works, that a particular function f from which
one builds the spectral action is a Laplace transform, is somewhat restrictive
since it does not cover interesting cases like the heat kernel case f (x) = e−x2

(see Remark 3.4.1), from which is possible to recover geometrical information
[Gil95, Sections 1.7 and 4.8].

The authors of [EGBV98] have dealt with this problem using an interest-
ing distributional approach to derive an asymptotic expansion of the spectral
action. Our contribution with this work is to provide some proofs of various
steps leading to their interesting results, not included in their work.

In order to do that, this thesis is divided into three chapters. The first
is dedicated to set the stage for a number of mathematical tools from dis-
tribution theory and Cesàro summability theory with a distributional inter-
pretation, that will be needed in the rest of this work [Est98; Gru09; EK02;
EGBV98]. In Chapter 2, the functional calculus for an unbounded opera-
tor in a Hilbert space is rewritten in terms of its spectral density, which is
an operator-valued distribution to which a Cesàro behavior can be associ-
ated. When the operator is a pseudodifferential operator we reach the heart
of the matter, because a formula for the distributional kernel of the spectral
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density is given and applied to compute the coefficients of its asymptotic ex-
pansion on the diagonal, in terms of Wodzicki residues (see Theorem 2.3.11)
[EGBV98].

What follows is the actual core of this thesis; the application of the Cesàro
behavior of distributions (Ch. 1) and its relation with asymptotic analysis
(Ch. 2) to noncommutative geometry and the spectral action (Ch. 3). I can-
not emphasize enough that is not meant as —and by far is— an exhausting
coverage of noncommutative geometry; in general, we only introduce here
(sections 3.1 and 3.2) what will be needed later on (sections 3.3 and 3.4). Due
to the nature of this part, sections 3.1 and 3.2 will unfortunately be rather pro-
saic; it mainly contains definitions and examples. Sections 3.3. and 3.4 cover
the Chamseddine-Connes expansion from both approaches: with the Laplace
transform assumption [CM08b] and the distributional method [EGBV98].
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Chapter 1

Cesàro behavior of distributions

This chapter provides a short introduction to Cesàro summability ([Har92])
of series and integrals of functions to show that they admit a generalization
to distributions (Proposition 1.3.24). The notion of parametric and distribu-
tional theory of asymptotic expansions in one variable will be introduced
in order to study the behavior of distributions at infinity in the “average”
Cesàro sense. The final result, which states equivalences between various
notions of asymptotic behavior (Theorem 1.4.10), will be useful in the subse-
quent chapters. References for this chapter are [EK02; Est98; Gru09; Har92].

1.1 Order notation and asymptotic expansions

Let us recall the big-O and little-O Landau notation, which provides a pre-
cise mathematical formulation of ideas that correspond — roughly — to the
‘same order of magnitude’ and ‘smaller order of magnitude’, respectively.
We state the definitions for the asymptotic behavior of a real-valued function
f (x) as x → x0, where x is a real parameter. With obvious modifications, sim-
ilar definitions apply to asymptotic behavior in the limits x → x+0 , x → ∞,
to complex or integer parameters, and other cases. Also, by replacing | · |
in Definition1.1.1 with a norm, we can define similar concepts for functions
taking values in a normed linear space.

Definition 1.1.1. Let X = R and let x0 in X. Given two functions f , g : X → C

we write

f (x) = O(g(x)) as x → x0, if lim sup
x→x0

∣∣∣∣ f (x)
g(x)

∣∣∣∣ < ∞, (1.1)

f (x) = O(g(x)) as x → x0, if lim
x→x0

∣∣∣∣ f (x)
g(x)

∣∣∣∣ = 0. (1.2)

Remark 1.1.2. Observe that writing f (x) = O(g(x)) as x → x0 is equivalent
to say that there are constants C and r > 0 such that

| f (x)| ≤ C|g(x)| whenever 0 < |x− x0| < r.
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In the same way, we could also say f = O(g) as x → x0 if for every δ > 0
there is an r > 0 such that

| f (x)| ≤ δ|g(x)| whenever 0 < |x− x0| < r.

Example 1.1.3. A few simple examples are:

1. sin(1/x) = O(1) as x → 0;

2. it is not true that 1 = O(sin(1/x)) as x → 0, because sin 1/x vanishes
is every neighborhood of x = 0;

3. x3 = O(x2) as x → 0, and x2 = O(x3) as x → ∞;

4. x = O(log x) as x → 0+, and log x = O(x) as x → ∞.

An asymptotic expansion describes the behavior of a function in terms of
an asymptotic sequence of functions, as it is stated in the following definition.

Definition 1.1.4. A sequence of functions φn : R \ {0} → R, where n =
0, 1, 2, . . . , is an asymptotic sequence as x → x0 if for each n = 0, 1, 2, . . . we
have

φn+1 = O (φn) as x → x0.

If {an} is a sequence of real numbers, {φn} is an asymptotic sequence and
f : R \ x0 → R is a function, we write

f (x) ∼
∞

∑
n=0

anφn(x) as x → 0 (1.3)

if for each N = 0, 1, 2, . . . we have

f (x)−
N

∑
n=0

anφn(x) = O(φN) as x → 0.

We call Equation (1.3) the asymptotic expansion of f with respect to {φn} as
x → 0.

Example 1.1.5. 1. The functions φn(x) = xn form an asymptotic sequence
as x → 0+, as do φn(x) = xn/2−5. The functions φn(x) = x−n form an
asymptotic sequence as x → ∞.

2. The function log sin x has an asymptotic expansion as x → 0+ with
respect to the asymptotic sequence {log x, x2, x4, . . . }:

log sin x ∼ log x +
1
6

x2 + · · · as x → 0+.

Remark 1.1.6. If, as is usually the case, the asymptotic sequence of functions
φn do not vanish in a punctured neighborhood of 0, then it follows from
Definition 1.1.1 that

aN+1 = lim
x→x0

f (x)−∑N
n=0 anφn(x)

φN+1(x)
. (1.4)
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Thus, if a function has an asymptotic expansion with respect to a given
sequence of functions, the expansion is unique in terms of the coefficients an.
Different functions may have the same asymptotic expansion.

Example 1.1.7. For any constant c ∈ R, we have

1
1− x

+ ce−1/x ∼ 1 + x + x2 + · · ·+ xn + . . . as x → 0+,

since e−1/x = O(xn) as x → 0+ for every n ∈N, and by Formula (1.4).

Asymptotic expansions can be added, and — under natural conditions
on the asymptotic sequences of functions — multiplied. The term-by-term
integration of asymptotic expansions is valid, but differentiation may not be,
because small, highly-oscillatory terms can become large when they are dif-
ferentiated (see [EI18, Remark 2.35]).

1.2 Summability

We will discuss the convergence question, from a general point of view, of
the arithmetic and integral means.

1.2.1 Summability of series

Let (an)n∈N be a sequence of real or complex numbers which defines the for-
mal series ∑∞

n=0 an. It often has no limit, but the limit of averages limn→∞(A0 +
· · · + An)/(n + 1), where An is the partial sum An := a0 + · · · + an, does.
For example, if we consider an = (−1)n then we have limn→∞(A0 + · · · +
An)/(n + 1) = 1

2 , which we shall also denote by ∑ an = 1
2 (C,1) (see [Har92,

Equation (1.2.7)]).

Definition 1.2.1. Let (an)n∈N be a sequence of real or complex numbers with
partial sums An = a0 + · · ·+ an. We define recursively for k ∈N

A0
n := An and Ak+1

n := Ak
0 + Ak

1 + · · ·+ Ak
n

and we construct the means

{Hk
n}∞

n=0 for k ∈N where H0
n := An and Hk+1

n :=
Hk

0 + Hk
1 + · · ·+ Hk

n
n + 1

{Ck
n}∞

n=0 for k ∈N where Ck
n :=

Ak
n

(n+k
k )

=
n!k!

(n + k)!
Ak

n.

The series ∑∞
n=0 an is said to be

• (C)-convergent towards L of order k if, and only if, limn→∞ Ck
n = L.

• (H)-convergent towards L of order k if, and only if, limn→∞ Hk
n = L.
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We also talk of (C,k)-convergence for series that are (C)-convergent of order
k.

Remark 1.2.2. Notice that the (H)-convergence is the simplest generalization
of the (C,1)-convergence, because the means {Hk

n} are obtained through k
successive averages. However, for most purposes, this is not the most con-
venient for computations. The (C)-convergence is obtained by the Cèsaro
means {Ck

n} which, by definition, are constructed by adding terms of the
sequence k times followed by a single division, and hence, it has nicer ana-
lytical properties. The good news are that both procedures are equivalent:
∑ an is (C)-convergent of order k if, and only if, it is (H)-convergent of order k
to the same limit (see [Har92, Theorem 49]). Additionally, both methods are
regular, i.e. the usual convergence implies the (C)-convergence (see [Har92,
Theorem 49]), and therefore the (H)-convergence.

Definition 1.2.3. We write Ek
n for the value of Ak

n (as in Definition 1.2.1) when
a0 = 1 and an = 0 for n = 1, 2, . . ..

The following lemmas will be useful for future observations:

Lemma 1.2.4. For every n, k ∈N

n

∑
j=0

(j + k)!
j!

=
(n + k + 1)!

n!(k + 1)
(1.5)

Proof. By induction on n:

1. For n = 0, k!
0! = k! = (k+1)!

k+1 for all k ∈N.

2. Assume that Equation (1.5) is true for some n ∈ N for all k ∈ N. We
see then

n+1

∑
j=0

(j + k)!
j!

=
(n + k + 1)!

n!(k + 1)
+

(n + 1 + k)!
(n + 1)!

=
(n + k + 1)!

n!

(
1

k + 1
+

1
n + 1

)
=

(n + k + 2)!
(k + 1)(n + 1)!

Lemma 1.2.5. For every n, k ∈N

Ek
n =

(
n + k

k

)
(1.6)

Proof. By induction on k:

1. For k = 0, E0
n = 1 for all n ∈N.
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2. Assume that Equation (1.6) is true for some k ∈N for all n ∈N. There-
fore

Ek+1
n =

n

∑
j=0

Ek
j =

n

∑
j=0

(
j + k

j

)
=

1
k!

n

∑
j=0

(j + k)!
j!

=
(n + k + 1)!
(k + 1)!n!

=

(
n + k + 1

k + 1

)
.

where we use Lemma 1.2.4. With a second induction on n and the same
schema, we finished the proof.

We could then set Ck
n = Ak

n/Ek
n in Definition 1.2.1 in accordance with

Lemma 1.2.5. Notice now that since (n+k
k ) = (n+k)(n+k−1)···(n+1)

k! then (n+k
k ) ∼

nk/k! as n → ∞ so the (C)-convergence of the series ∑∞
n=0 an towards L of

order k is equivalent to

lim
n→∞

k!Ak
n

nk = L (1.7)

and we will use this characterization in the following sections. Moreover,
another advantage of (C)-convergence is that, while the Hölder means are
naturally defined for k ∈N, the Cesàro means can be defined for k ∈ R with
k > −1: For |x| < 1, consider the following identities of formal power series

1
1− x

∞

∑
n=0

Ak−1
n xn =

∞

∑
m=0

xm
∞

∑
n=0

Ak−1
n xn =

∞

∑
n=0

Ak
nxn

via the Cauchy product of series. Thus, inductively,

∞

∑
n=0

Ak
nxn =

1
(1− x)

∞

∑
n=0

Ak−1
n xn

=
1

(1− x)2

∞

∑
n=0

Ak−2
n xn

...

=
1

(1− x)k

∞

∑
n=0

Anxn

=
1

(1− x)k+1

∞

∑
n=0

anxn.

This suggests that for any k > −1, we may simply define Ak
n and Ek

n to be
the quantities satisfying

∑∞
n=0 Ek

nxn = 1
(1−x)k+1 , and

∑∞
n=0 Ak

nxn = 1
(1−x)k ∑∞

n=0 Anxn = 1
(1−x)k+1 ∑∞

n=0 anxn. (1.8)

We also have
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Proposition 1.2.6. Let an and Ak
n be defined as above. Then

Ak
n =

n

∑
m=0

(
m + k− 1

k− 1

)
An−m =

n

∑
m=0

(
m + k

k

)
an−m =

n

∑
m=0

(
n−m + k

k

)
am.

The proof of this follows from Equation (1.8), (see [Har92, Section 5.4]).
Note that from the above proposition it is not difficult to see that Ek

n = (n+k
k )

directly from Definition 1.2.3. On the other hand, the last expression of the
proposition can be defined for k real by using the Gamma function where the
coefficients

Ek
n =

(
n + k

k

)
=

Γ(n + k + 1)
Γ(k + 1)Γ(n + 1)

are nonzero for k > −1 and the means Ck
n = Ak

n/Ek
n correctly extend the

previous notion of Cesàro means (Definition 1.2.1). Actually, using the mero-
morphic extension of the Gamma function to the complex plane, we can use
the last formula for Ek

n to extend both Ek
n and Ak

n to C \Z<0. This is not used
in the rest of this work.

We want to finish this section with a third averaging procedure equivalent
to Cesàro’s one: the so-called Riesz means. Observe that

Ck
n =

(
n + k

k

)−1 n

∑
m=0

(
n−m + k

k

)
am

=
n

∑
m=0

(n−m + k)!n!
(n−m)!(n + k)!

am

=
n

∑
m=0

(
n + 1−m

n + 1

)
· · ·
(

n + k−m
n + k

)
am

=
n

∑
m=0

(
1− m

n + 1

)
· · ·
(

1− m
n + k

)
am

If we replace all of n + 1, n + 2, . . . , n + k by n we obtain a new mean

Rk
n :=

n

∑
m=0

(
1− m

n

)k
am

and we could take limn→∞ Rk
n = L as a new definition of the summability of

∑∞
n=0 an to L. Yet, this definition is quite unsatisfactory since for large k, the

Rk
n means do not behave like the Cesàro means Ck

n (see [Har92, Section 5.16]).
However, modifying this definition of Riesz means by the introduction of a
continuous parameter µ we have:

Definition 1.2.7. The series ∑∞
n=0 an is said to be (R)-convergent towards L

of order k if, and only if, limµ→∞
1
µ ∑n≤µ

(
1− n

µ

)k
an = L.

Remark 1.2.8. ∑ an is (C)-convergent of order k if, and only if, it is (R)-convergent
of order k to the same limit (see [Har92, Section 5.16]).
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1.2.2 Summability of integrals

Definition 1.2.9. Let f be locally integrable around 0, i.e. f0(x) :=
∫ x

0 f (t)dt
exists for each x > 0.

• We define recursively

H0(x) := f0(x) =
∫ x

0
f (t)dt and Hk+1(x) :=

1
x

∫ x

0
Hk(t)dt.

The integral
∫ ∞

0 f (x)dx is said to be (H)-convergent of order k towards
I if, and only if, limx→∞ Hk(x) = I.

• We define recursively

C0(x) := f0(x) =
∫ x

0
f (t)dt and Ck+1(x) :=

∫ x

0
Ck(t)dt

and the integral
∫ ∞

0 f (x)dx is said to be (C)-convergent of order k to-
wards I if, and only if, limx→∞

k!
xk Ck(x) = I.

Remark 1.2.10. We can also consider the integral
∫ x

0

(
1− t

x
)

f (t)dt and we
use integration by parts taking u = 1− t/x and v = f0(t) to compute

∫ x

0

(
1− t

x

)
f (t)dt =

(
1− t

x

)
f0(t)

∣∣∣∣t=x

t=0
+

1
x

∫ x

0
f0(t)dt =

1
x

∫ x

0
f0(t)dt.

(1.9)
Repeating this argument inductively, we have for k ∈N

∫ x

0

(
1− t

x

)k
f (t)dt =

k!Ck(x)
xk . (1.10)

So, as expected (see Remark 1.2.2), for integrals the Equation (1.9) implies
that (H)-convergence and (C)-convergence are equivalent. Also, Equation
(1.10) is analogous to Equation (1.7) and the definition of Riesz summation
(Definition 1.2.7), and can be used for k ∈ R with k > −1 using the Gamma
function (see [Har92, Section 5.14]).

1.3 Summability of distributions

This section is based mainly in [Gru09; EGBV98; EK02].

1.3.1 A very short introduction to distributions

Distributions on R generalize the notion of functions on R by regarding a
function f as an operator Tf acting by integration on “test functions” φ like:

Tf (φ) :=
∫ ∞

−∞
f (x)φ(x)dx. (1.11)
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Clearly, the integral in Equation (1.11) does not always exist. If we want
that integral to exist, we can ask φ to have compact support (avoiding the
divergence) and we can also ask φ to be infinitely differentiable in order to
generalize the ordinary derivation. In fact, when f is continuously differen-
tiable the functional associated with f ′ is

Tf ′(φ) =
∫ ∞

−∞
f ′(x)φ(x)dx

and if φ satisfies those conditions, integration by parts shows that

Tf ′(φ) = −
∫ ∞

−∞
f (x)φ′(x)dx. (1.12)

Then, we have now the advantage that the derivative of f does not longer
appear and in order to be able to iterate this procedure we should ask for
φ being infinitely differentiable. We denote the space of these functions (in-
finitely differentiable with compact support) by D(R) or simply D. For an
open set U of R, we write D(U) the set of smooth functions with compact
support in U. We endow these spaces with the weak topology (or topology of
point convergence) such that for a sequence {φn} in D(R) and φ ∈ D(R)

φn → φ if, and only if, φn(x) −→n→∞ φ(x) for all x ∈ R.

This topology matches with the inductive limit topology on D [Gru09, Ap-
pendix B]. Thus, we have the necessary notions for the following definition

Definition 1.3.1. A distribution on R is a continuous linear functional on D.
The vector space of distributions on D(R) is denoted by D′(R) or D′. When
T ∈ D′(R) we denote the value of T in φ ∈ D by T(φ) or most commonly in
this document, 〈T, φ〉. 1

Example 1.3.2. 1. Delta distribution: Let a be a real number and let δa be
the mapping defined on D by

δa(φ) := φ(a).

It is clear that δa is linear. To see the continuity, we follow a convergence
argument: Let {φn} be a sequence of functions on D and φ ∈ D such
that φn → φ in the weak topology. Then

〈δa, φn〉 = φn(a) −→n→∞ φ(a) = 〈δa, φ〉.

Thus δa is a distribution. We will use the notation δ(x− a) (which is cus-
tomary in physics texts) for the distribution δa motivated by the heuris-
tic calculation∫ ∞

−∞
δ(x− a)φ(x)dx = φ(a), for φ ∈ D(R). (1.13)

1This second notation brings to mind the inner product in L2(R) (the space of square
integrable functions on R) expressed by Equation (1.11).
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2. It is easy to see that locally integrable functions (functions in the space
L1

loc(R)) can be identified as distributions via Equation (1.11). More-
over, if two functions are locally integrable and equal almost every-
where, they define the same distribution on D. The converse of this
implication is also true ([Gru09, Lemma 3.2]), so from now on we will
make the identification f ↔ Tf for locally integrable functions. This
kind of distributions are said to be regular and we shall somewhat say
that a distribution is locally integrable based on this identification.

Remark 1.3.3. There are examples of nonregular distributions. In fact, the
Dirac delta distribution (Example 1.3.2 (1)) is a simple example of a nonreg-
ular distribution. By contradiction, assume that there exists f ∈ L1

loc(R) such
that the representation δ0 ↔ f holds. The restriction of δ0 on R \ {0} is the
zero-distribution, i.e. the distribution that assigns to each φ ∈ D the value 0.
Therefore, the function which represents δ0 is f ≡ 0 almost everywhere on
R, and thus δ0 would be the zero-distribution as well. Hence a contradiction.

Definition 1.3.4. Let T ∈ D′(R).

(i) We say that T is null (is zero, vanishes) on an open set U of R when

〈T, φ〉 = 0 for all φ ∈ D(U).

(ii) The support of T is defined as the set

supp T = R \
(⋃
{U | U open ⊂ R, T is null on U}

)
.

For example, supp (δa) = {a}. We will denote by E ′(R) the subspace of
distributions of D′(R) whose support is compact.

Remark 1.3.5. We defined E ′(R) as a subspace of D′(R), so that every distri-
bution in E ′(R) will act on D(R). However, every T ∈ E ′(R) has a well-
defined action on the much bigger space C∞(R). Thus, it is justified to
define E ′(R) as the topological dual (for the weak topology) of the space
E(R) := C∞(R). In fact, let T ∈ E ′(R), and take φn ∈ D(R) properly such
that

φn(x) =
{

1 x ∈ (−n, n)
0 |x| > |n + 1|

For every f ∈ C∞, set fn := φn f and then fn → f as n → ∞. Since T has
compact support, there exists N ∈N such that for n ≥ N

〈T, fn〉 = 〈T, fN〉.

Taking n → ∞, we can then define 〈T, f 〉 := 〈T, fN〉. The result does not
depend on the φn because an arbitrary test function ψ ∈ D(R) can be written
as

ψ = φnψ + (1− φn)ψ.

Finally, we see now the definition of the distributional derivative as it is
motivated by Equation (1.12):
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Definition 1.3.6. Let T ∈ D′(R). The derivative T′ of the distribution T is
defined by the formula

〈T′, φ〉 := −〈T, φ′〉, for all φ ∈ D(R). (1.14)

Remark 1.3.7. T′ is also a distribution, and then it has a derivative T′′ given
by

〈T′′, φ〉 = 〈T, φ′′〉.

This way, T(n) ∈ D′ for any n ∈ N. Then, each distribution T is infinitely
differentiable and the nth-derivative of T is defined by

〈T(n), φ〉 := (−1)n〈T, φ(n)〉, (1.15)

for all φ ∈ D(R).

We provide now an interesting example.

Example 1.3.8. Let us denote by H the function on R defined by

H(x) :=
{

1 for x ∈ (0, ∞)
0 otherwise.

It is called the Heaviside function. Since H ∈ L1
loc(R), we have that H ∈ D′(R).

The derivative of H in D′(R) satisfies:

〈H′, φ〉 = −〈H, φ′〉 = −
∫ ∞

0
φ′(x)dx = φ(0) = 〈δ0, φ〉 for all φ ∈ D(R).

So we have that
H′ = δ0.

in the distributional sense Furthermore, supp(H) = R+.

Remark 1.3.9. The product of a distribution and a test function can also be
defined. Given f ∈ C∞(R), the multiplication by f defines a continuous
operator M f : φ 7→ f φ on D(R). Since∫ ∞

−∞
( f φ)ψdx =

∫ ∞

−∞
φ( f ψ), where φ, ψ ∈ D(R),

we define M f T = f T by

〈 f T, φ〉 := 〈T, f φ〉, T ∈ D′(R), where φ ∈ D(R).

Composition with a smooth function can also be handled in this way (seen
as a coordinate change). When F is a diffeomorphism from an open subset V
of R onto an open subset U of R, change of variables under the integral gives∫

V
φ ◦ F(x)ψ(x)dx =

∫
U

φ(x)ψ(F−1(x))|det dF−1(x)|dx,
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for φ ∈ D(V), ψ ∈ D(U). Define T(F) : D(V)→ D(U) by

(T(F)φ)(y) := φ(F−1(y)), where φ ∈ D(V), y ∈ U.

The map T(F) is continuous according to the chain rule and the Leibniz for-
mula and we have that

〈T(F) f , ψ〉 := 〈 f , |det dF−1(x)|ψ ◦ F−1〉, where ψ ∈ D(U), f ∈ D′(V)

defines a continuous linear map T(F) of D′(V) into D′(U).

With these definitions in mind, we can move on to the next example.

Example 1.3.10. For a ∈ R+, let f be the function f (x) = x2 − a2. Note that

H(x2 − a2) =


1 x < −a
0 −a ≤ x ≤ a
1 x > a

= 1− {H(x + a)− H(x− a)}

By differentiation this implies

2xδ(x2 − a2) = −δ(x + a) + δ(x− a)

δ(x2 − a2) = −δ(x + a)
−2a

+
δ(x− a)
+2a

=
1

2|a| {δ(x− a) + δ(x + a)}

Let us assume more generally that f is a polynomial such that

f (x) = f0(x− x1)(x− x2) · · · (x− xn)

with f0 and x1 < x2 < · · · < xn real constants. Then

H( f (x)) =
{

H(x− x1)− H(x− x2) + · · · − (−1)nH(x− xn)
1− {H(x− x1)− H(x− x2) + · · · − (−1)nH(x− xn)}

depending on f ′(x1) ≷ 0. Differentiating

f ′(x)δ( f (x)) = ±{δ(x− x1)− δ(x− x2) + · · · − (−1)nδ(x− xn)}

δ( f (x)) =
n

∑
k=1

1
| f ′(xk)|

δ(x− xk). (1.16)

Formula (1.16) will be useful in the next chapter.

1.3.2 Primitives of distributions

From now on, we will use lower case letters to denote distributions as well.
In order to be able to develop the theory of summability of distributions, it is
very important to understand the notion of a primitive of a distribution, i.e.
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given f ∈ D′, find F ∈ D′ such that F′ = f . We will see that some results for
distributions are the same as those for functions and it will help to simplify
the notation. We first consider the case f = 0:

Lemma 1.3.11. Let F ∈ D′(R). The derivative of F is the zero-distribution
if and only if F is constant, i.e. if there exists C ∈ R such that 〈F, φ〉 =
C
∫

R
φ(x)dx for all φ ∈ D(R).

Proof. Suppose that F′ = 0. Consider I ∈ D′(R) the distribution

〈I, φ〉 :=
∫

R
φ(x)dx for all φ ∈ D(R).

Fixing an arbitrary φ∗ ∈ D(R) such that 〈I, φ∗〉 =
∫

R
φ∗ = 1, we have for

every φ ∈ D(R)
φ = ψ + 〈I, φ〉φ∗

where ψ = φ− 〈I, φ〉φ∗. Note that
∫

R
ψ = 〈I, ψ〉 = 0 and ψ ∈ D(R) implies

that the function τφ defined by

τφ(x) :=
∫ x

−∞
(φ(t)− 〈I, φ〉φ∗(t))dt =

∫ x

−∞
ψ(t)dt (1.17)

is in D(R) and (τφ)′ = ψ, so that 〈F′, τφ〉 = −〈F, (τφ)′〉 = −〈F, ψ〉 because
〈F′, ψ〉 = 0 by assumption. Then

〈F, φ〉 = 〈F, ψ〉+ 〈I, φ〉〈F, φ∗〉 = −〈F′, τφ〉+ 〈I, φ〉〈F, φ∗〉 = 〈I, φ〉〈F, φ∗〉

Setting C = 〈F, φ∗〉 yields the constant distribution

F : φ 7→ C
∫

R
φ.

The converse is immediate.

Remark 1.3.12. As in the previous proof, if φ ∈ D, then φ′ ∈ D and
∫

R
φ′ = 0.

Conversely, if ψ ∈ D and
∫

R
ψ = 0, then the function

φ(x) =
∫ x

−∞
ψ(t)dt (1.18)

lies in D and yields a primitive of ψ. This motivates us to set

D0 :=
{

ψ ∈ D |
∫

R
ψ = 0

}
= {φ′ | φ ∈ D}.

Theorem 1.3.13. For all f ∈ D′(R) there exists a primitive F ∈ D′(R) of f ,
and any primitive of f is of the form F + C where C is a constant.

Proof. Suppose that we have F1, F2 primitives of f in D′(R). Then, F′1− F′2 =
0, and by Lemma 1.3.11 there exists a constant C such that

F1 = F2 + C.
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Let us now prove the existence of a primitive of f . If F ∈ D′ is such that
F′ = f in the distributional sense, then

〈 f , φ〉 = 〈F′, φ〉 = −〈F, φ′〉 for all φ ∈ D.

So we know how F acts on D0, and what we want to know is how F acts on
D. Fixing φ ∈ D we write

ψ := φ− 〈I, φ〉φ∗

using the notation of Lemma 1.3.11. Since
∫

R
ψ = 0 then ψ ∈ D0. A primitive

of ψ is given by

τφ(x) =
∫ x

−∞
(φ(t)− 〈I, φ〉φ∗(t))dt (1.19)

and

τφ′(x) =
∫ x

−∞
(φ′(t)− 〈I, φ′〉φ∗(t))dt = φ(x) because 〈I, φ′〉 = 0.

On the other hand, (τφ)′ = ψ ∈ D0, so τφ ∈ D (see Remark 1.3.12). Let
F : D → C be defined by

〈F, φ〉 := −〈 f , τφ〉.

If this is a distribution, then F is a primitive of f since

〈F′, φ〉 = −〈F, φ′〉 = 〈 f , τφ′〉 = 〈 f , φ〉 for all φ ∈ D.

To see that F is a distribution it is enough to see that the map φ 7→ τφ is
linear and continuous. While linearity is immediate by Equation (1.19), the
continuity follows from a dominated convergence argument, or alternatively
from [Gru09, Lemmas 2.2 and 2.3]. We do not go into details.

Remark 1.3.14. Note that Equations (1.17), (1.18) and (1.19) suggest to calcu-
late primitives of distributions as primitives of functions. Also, iterating the
process of the proof of Theorem 1.3.13, every primitive of order N ∈ N of a
distribution f will be a distribution of the form “polynomial” distribution2

of order N − 1 plus a primitive of order N of f (i.e. the nth-derivative in the
distributional sense gives us f ). This leads us to the topic of summability in
the next subsection.

1.3.3 Distributional Cesàro summability and basic proper-
ties

Let f be an element of D′(R).

Definition 1.3.15. Let β ∈ R \Z<0. The distribution f is said to be big-O
of order xβ in the Cesàro sense (for N ∈ N) when x → ∞, and we write

2That is MPn like in Remark 1.3.9 with Pn a polynomial of order n.
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f = OC(xβ) if, and only if, there exists N ∈ N, a primitive fN of order N of
f and PN−1 a polynomial of degree at most N − 1 (see Remark 1.3.14) such
that

(i) fN is regular and corresponds to a locally integrable function in the
large3, that is to say fN|(A,∞) is integrable for any large enough A,

(ii) fN(x) = PN−1(x) +O(xN+β) when x → ∞ in the ordinary sense.

Furthermore, we say f = OC(x−∞) if f = OC(xβ) for all β ∈ R \ Z<0.
Similarly, one defines f = OC(xβ) and f = OC(x−∞). When β is a negative
integer, primitives of x−1, x−2, x−3, . . . take place. We do not go into this in
depth since it is not within the objectives of this work.

Observe that the Cesàro behavior of a distribution at infinity depends on
the behavior for large values of x, so for two distributions f , g which coin-
cide on an interval bounded on the left, then f = OC(xβ) if, and only if,
g = OC(xβ) and similarly with little-O. So if necessary, we can multiply the
distribution by a suitable cut-off function in order to assume that its support
is bounded on the left.

We introduce now some basic properties of this Cesàro notion of big-O.
Let us start with the following:

Remark 1.3.16. In general, there is no standard way to figure out a primitive
of a distribution in R, but if this one has support bounded on the left, there
is only one primitive with support bounded on the left [SE13, Theorem 3.1].
Consider then I( f ) the primitive of f with support bounded on the left when
there is one (see for instance, under the conditions of Theorem 1.3.13), and
In( f ) the primitive of f of order n. When f is also regular distribution then,
as in Equation (1.18), I( f ) will have the form

I( f )(x) =
∫ x

−∞
f (t)dt

and by Cauchy formula for repeated integration [Fol02, Ex. 4.5.6], In( f ) will
be

In( f )(x) =
∫ x

−∞

(x− t)n−1

(n− 1)!
f (t)dt

The next lemma will help us for later results. We corrected the typograph-
ical mistake in the proof given in [Est98, Theorem 3.4], and we also filled
some gaps in the calculations.

Lemma 1.3.17. If f ∈ D′(R) has support bounded on the left and α ∈ R then
for n ∈N

In(xα f ) =
n

∑
j=0

(−1)j
(

n
j

)
(α)j Ij(xα−j fn) (1.20)

where fn = In( f ), (α)j := α(α − 1) · · · (α − j + 1) and the product xα f is
determined by Remark 1.3.9.

3See Example 1.3.2 2.



1.3. Summability of distributions 27

Proof. We need to show that the n-th derivative of the right hand side of
Equation (1.20) equals to xα f (x).

dn

dxn

n

∑
j=0

(−1)j
(

n
j

)
(α)j Ij(xα−j fn)(x)

=
n

∑
j=0

(−1)j
(

n
j

)
(α)j

dn−j

dxn−j (xα−j fn)(x)

=
n

∑
j=0

(−1)j
(

n
j

)
(α)j

n−j

∑
q=0

(
n− j

q

)
(α− j)n−j−qxα−n+q fn−q(x) (1.21)

= xα−n
n

∑
j=0

n−j

∑
q=0

(−1)j
(

n
j

)(
n− j

q

)
(α)n−j−qxq fn−q(x)

= xα−n
n

∑
q=0

n

∑
j=q

(−1)j−q
(

n
j− q

)(
n− (j− q)

q

)
(α)n−qxq fn−q(x)

= xα−n
n

∑
q=0

xq fn−q(x)(α)n−q

n

∑
j=q

(−1)j−q
(

n
q

)(
n− q
j− q

)
(1.22)

= xα−n
n

∑
q=0

xq fn−q(x)(α)n−q

n

∑
j=q

(−1)j−q
(

n
j

)(
j
q

)
where we use Leibniz rule in Equation (1.21) and the combinatorial property:(

n
k

)(
n− k

i

)
=

(
n
i

)(
n− i

k

)
in Equation (1.22). Observe that

(1 + x)n =
n

∑
j=0

(
n
j

)
xj

so
dq

dxq (1 + x)n =
n

∑
j=q

(
n
j

)
(j)qxj−q

thus

δq,n =

(
n
q

)
(1 + x)n−q

∣∣∣∣
x=−1

=
1
q!

dq

dxq (1 + x)n
∣∣∣∣
x=−1

=
n

∑
j=q

(
n
j

)(
j
q

)
(−1)j−q

(1.23)
where δq,n is the Kronecker delta function. Replacing Equation (1.23) in Equa-
tion (1.22) we have the result:

dn

dxn

n

∑
j=0

(−1)j
(

n
j

)
(α)j Ij(xα−j fn) = xα f .
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Let us list some properties of big-OC (and consequently little-OC), in the
notation of Definition 1.3.15. Again we filled some gaps in [Est98, Theorem
3.4].

Proposition 1.3.18. For any β ∈ R \Z<0, k ∈N and α ∈ R we have

(i) f = OC(xβ) when x → ∞ (for some N ∈ N) implies that f (k) =
OC(xβ−k) when x → ∞ (for N + k).

(ii) f = OC(xβ) when x → ∞ implies that xα f = OC(xα+β) when x → ∞
for α + β /∈ Z<0.

Proof. (i) If fN is a primitive of f of order N, it is also a primitive of f (k) of
order N + k so the result is immediate.

(ii) Suppose that f = OC(xβ) when x → ∞ (for some N ∈N) then IN( f ) =
fN = O(xβ+N). By definition of big-O, there exists M > 0 such that

| fN(x)| ≤ M|xβ+N| x → ∞

which is equivalent to the existence of a neighborhood (a, ∞), such that

|xα−j fN(x)| ≤ M|xα+β+N−j| for all x ∈ (a, ∞) and j ∈ Z. (1.24)

By the binomial expansion

(x− t)j−1 =
j−1

∑
k=0

(
j− 1

k

)
(−1)kxj−k−1tk

and Equation (1.24) we have

|Ij(xα−j fN(x))| =

∣∣∣∣∫ x

−∞

(x− t)j−1

(j− 1)!
tα−j fN(t)dt

∣∣∣∣
≤ M

j−1

∑
k=0

(
j− 1

k

)
|xj−k−1|

∫ x

−∞
|t|α+β+N−j+kdt

≤ C|xα+β+N|

for a suitable constant C. By Lemma 1.3.17, we obtain that IN(xα f ) =
O(xα+β+N), and therefore

xα f = OC(xα+β) as x → ∞.
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Remark 1.3.19. The previous proposition is important in the sense that com-
putations with big-O and little-O notation in the Cesàro sense can be per-
formed exactly as expected for the ordinary big-O and little-O. For example,
it is clear that if a function f is such that f (x) = O(1) when x → ∞, then
there exists some non-zero constant C such that

f (x)
C
−→ 1 as x → ∞

and in that way xα f (x) = O(xα) for all α ∈ R as x → ∞. Then, Proposition
1.3.18 (ii) says that this kind of properties are inherited for the estimate in the
Cesàro sense. The same similitude is held, for instance, with derivations and
Proposition 1.3.18 (i), and with little-O.

We finish this section with the notion of limit in the Cesàro sense:

Definition 1.3.20. For f a distribution we write C- limx→∞ f = L (for k ∈N),
if as x → ∞, f = L + OC(1) (for k ∈N).

Remark 1.3.21. Note that if f is an arbitrary continuous function such that
f (x) = L + O(1) when x → ∞ in the ordinary sense (see Equation (1.2)), then
this is equivalent to say limx→∞ f (x) = L. Furthermore, if f is a distribution
such that f = L + OC(1) for k ∈ N then there exists a primitive ( f − L)k
of f − L of order k and a polynomial Pk−1 of degree at most k− 1 such that
( f − L)k is locally integrable for x large and the relation

( f − L)k(x) = Pk−1(x) + O(xk) as x → ∞

holds. But this implies that

fk(x)− Lxk

k!
= Qk−1(x) + O(xk) as x → ∞

for some polynomial Qk−1 of degree at most k − 1, and fk a primitive of f
of order k. Note that Qk−1 could even not be equals to Pk−1, since in the
computation of primitives we are adding a constant distribution. So

k! fk(x)
xk = L + O(1) as x → ∞

which means

C- lim
x→∞

f (x) = L for k ∈N if, and only if, lim
x→∞

k! fk(x)
xk = L (1.25)

for fk a locally integrable primitive of order k of f . Compare Equation (1.25)
with Equations (1.7) and (1.10).

1.3.4 Cesàro summability of evaluations

Evaluations of distributions do not a priori make sense. For instance, if f ∈
D′(R) and φ ∈ D(R) then 〈 f , φ〉 is well defined, but if f ∈ D′(R) and φ ∈



30 Chapter 1. Cesàro behavior of distributions

E(R), 〈 f , φ〉 is not necessarily well defined (since D ( E , see Remark 1.3.5).
One solution would be to find a space X ⊆ E such that f ∈ X′ and φ ∈
X. Instead, we are going to focus on another approach that we are about to
present.

Definition 1.3.22. [EGBV98, Definition 2.3] Let f ∈ D′(R) with support
bounded on the left and φ ∈ E(R). We say that the evaluation 〈 f , φ〉 takes
the value L in the Cesàro sense, and write 〈 f , φ〉C = L if, and only if, there is
a primitive I( f φ) of the distribution f φ satisfying

C- lim
x→∞

I( f φ)(x) = L.

In case f is a regular distribution, the last equation can be seen as

C- lim
x→∞

∫ x

−∞
f (t)φ(t)dt = L.

Also, when f has its support bounded on the right, a similar definition ap-
plies by taking x ↔ −x for f and the resulting distribution has support
bounded on the left. If f is a distribution that admits a decomposition f =
f1 + f2 where f1 has bounded support on the left and f2 has bounded support
on the right, we say that

〈 f , φ〉C := L if 〈 fi, φ〉C = Li (i = 1, 2) and L = L1 + L2, for φ ∈ E .

This definition is independent of the decomposition. Indeed, if f = f̂1 + f̂2
is another decomposition then f1 − f̂1 = f̂2 − f2 has compact support. Since
φ ∈ E(R)

〈 f1 − f̂1, φ〉C = 〈 f̂2 − f2, φ〉C
then

〈 f1 + f2, φ〉C = 〈 f̂1 + f̂2, φ〉C
which implies that

〈 f̂1, φ〉C + 〈 f̂2, φ〉C = 〈 f1, φ〉C + 〈 f2, φ〉C = L1 + L2 = L.

Remark 1.3.23. Let (an)n∈N be a sequence in R. The series

∞

∑
n=1

anδ(x− n)

makes sense as a distribution in D′. Note that if f (x) = ∑∞
n=1 anδ(x − n),

then 〈 f , φ〉 should be equal to the sum of the series ∑∞
n=1 anφ(n):

〈 f (x), g(x)〉 =
〈

∞

∑
n=1

anδ(x− n), φ(x)

〉
=

∞

∑
n=1

an〈δ(x−n), φ(x)〉 =
∞

∑
n=1

anφ(n)

where the second equality is by the continuity of f used on the partial sums,
and the last one by definition of the distribution δ. Notice that the series on
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the right hand side converges since φ has bounded support. Analogously,
if f is locally integrable and supported in (a, ∞) then 〈 f , φ〉, when defined,
should be equal to

∫ ∞
a f (x)φ(x)dx.

In the same vein as the previous remark, we want to see that for suitable
choices of f , the notion of evaluation in the Cesàro sense comprises both
notions of summability of series and integrals of Section 1.2. The proof of the
following Proposition is an original work of ours.

Proposition 1.3.24. (i) 〈∑∞
n=1 anδ(x−n), φ(x)〉C = L if, and only if, ∑∞

n=1 anφ(n)
is (C)-convergent towards L.

(ii) If f is locally integrable and supported in (a, ∞) then 〈 f , φ〉C = L if, and
only if,

∫ ∞
a f (x)φ(x)dx is (C)-convergent towards L.

Remark 1.3.25. Before starting the proof of the last proposition, let us men-
tion how we found that Radon measures fit in here. The theory of Radon
measures provides a notion of measure on a topological space that is com-
patible with the topology in some sense. For instance, restricting to locally
compact Hausdorff spaces, one can relate Radon measures with positive lin-
ear functionals on the space of smooth functions with compact support. It is
precisely in this correspondence that this observation is addressed: ifM(R)
is the vector space of Radon measures on R and D(R) is the space of test
functions, the previous property results in the existence of the isometric iso-
morphism

M(R) −→ D′(R)

µ 7−→Iµ : D(R) −→ R

ϕ 7−→ Iµ(ϕ) :=
∫

suppϕ
ϕdµ =

∫
R

ϕdµ

which allows us to identify Radon measures µ on R with continuous linear
functionals Iµ on D(R). This gives rise to an injection of L1,loc(R) inM(R)
where a function locally integrable f defines the Radon measure µ f by the
formula

µ f (K) =
∫

K
f dx for K ⊆ R compact.

Also, the Riesz Representation Theorem [FF99, Theorem 7.2] states∫
f ϕ dx =

∫
ϕ dµ f for all ϕ ∈ D(R)

so the distributions I f : ϕ 7→
∫

R
f (x)ϕ(x)dx and Iµ f coincide. As we usually

write f instead of I f (compare with Example 1.3.2(ii)), then we also write

I f (ϕ) = 〈I f , ϕ〉 = 〈 f , ϕ〉 =
∫

R
f (x)ϕ(x)dx.

Let us consider, as an example, the point measure µn that has the value 1
on the set {n} and the value 0 on compact sets disjoint from n. Then µn is a
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Radon measure so
〈δ(x− n), ϕ〉 =

∫
ϕdµn

is well defined.

Proof of Proposition 1.3.24:

Without loss of generality, let us assume that f is supported on [0, ∞)
since the divergence of the improper integral only depends on the open right
ray. Let µ be a Radon measure with support on [0, ∞)4. Note that for some
k ∈N

〈µ(x), 1〉C = C- lim
x→∞

∫ x

0
dµ(t) = lim

x→∞

∫ x

0

(
1− t

x

)k
dµ(t)

where the last equality holds by Equations (1.10) and (1.25). As
∫ ∞

0 dµ(x)

is (C)-convergent of order k towards L if limx→∞
∫ x

0

(
1− t

x
)k dµ(t) = L, we

have seen that
∫ ∞

0 dµ(x) is (C)-convergent of order k towards L if and only if
〈µ(x), 1〉 has the value L for some k in the Cesàro sense.

If we consider the Radon measure µ f in Remark 1.3.25, we get (ii) by
direct use of the previous reasoning. Also with Definition 1.2.7, we have that
the series ∑∞

n=0 an = L is (R)-convergent towards L of order k if, and only if,〈
∞

∑
n=0

anδ(x− n), 1

〉
C

= L

for some k ∈ N, which means that the (R)-convergence of ∑ an is equivalent
to the Cesàro evaluation with the Radon measure µ = ∑∞

n=0 anµn where µn is
the point measure. Then〈

∞

∑
n=0

anδ(x− n), ϕ

〉
C

= L if, and only if
∞

∑
n=0

an ϕ(n) = L (in (R)-convergence)

both for the same k ∈N. As (R)-convergence and (C)-convergence are equiv-
alent (Remark 1.2.8), we conclude (i). �

1.4 The space of distributions K′(R) and the mo-
ment asymptotic expansion

In this section we discuss what a moment asymptotic expansion is. Then we
define the spaces of “symbols” K and we show (Theorem 1.4.10) that distri-
butions which satisfy the moment asymptotic expansion are precisely those
belonging to K′. This in turn relates to the Cesàro behavior of distributions
we have been studying until this point.

4Support of the corresponding distribution in D′.
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1.4.1 The theory of moments

We start with the following definition

Definition 1.4.1. The space S(R) of test functions of rapid decay contains the
functions φ having the following properties:

1. φ is infinitely differentiable; i.e. φ ∈ C∞(R).

2. φ, as well as its derivatives of all orders, vanish at infinity faster than
the reciprocal of any polynomial; i.e.

|xkφ(n)(x)| < Ck,n,φ

where k, n ∈N and Ck,n,φ is a constant depending on k, n, φ.

Remark 1.4.2. It is evident that D ( S , because all test functions in D van-
ish identically outside a finite interval, whereas those in S merely decrease
rapidly at infinity. For instance, the function e−|x|

2
belongs to S but not to D.

More generally, if p is any polynomial, then p(x)e−|x|
2

belongs to S . So that,
the space of tempered distributions S ′, satisfies S ′ ⊂ D′.

Example 1.4.3. As we saw in Remark 1.3.23, the series

∞

∑
n=0

δ(n)(x− n)

where δ(n) is the nth derivative of the Dirac Delta distribution, converges
to a distribution D′, but, it neither converges in S ′ nor defines a tempered
distribution.

Now, let us briefly recall the notion of moments and why it is important
in this context. Let f be a continuous function in R whose ’moments’ µn

µn := 〈 f (x), xn〉 =
∫ ∞

−∞
f (x)xndx n = 0, 1, 2, 3 . . . (1.26)

are well-defined. Let us consider φ ∈ S(R) a test function which is analytic
i.e. that is defined by a convergent Taylor expansion:

φ(x) =
∞

∑
n=0

φ(n)(0)xn

n!

and, let us assume, that this series converges absolutely in all R. It follows
then from Equation (1.26) that

〈 f , φ〉 =
〈

f ,
∞

∑
n=0

φ(n)(0)xn

n!

〉
=

∞

∑
n=0

φ(n)(0)µn

n!
(1.27)

where the last equality comes from the fact that f is continuous.
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On the other hand, both properties hold for the Dirac Delta distribution:5

〈δ(x− a), φ(x)〉 = φ(a) and 〈δ(n)(x), φ(x)〉 = −〈δ(n−1)(x), φ′(x)〉

So in general, φ(n)(0) = (−1)n〈δ(n)(x), φ(x)〉, and Equation (1.27) can be
written as

〈 f , φ〉 =
〈

∞

∑
n=0

(−1)nµnδ(n)

n!
, φ

〉
.

Thus,

f =
∞

∑
n=0

(−1)nµnδ(n)

n!
. (1.28)

Definition 1.4.4. Let f be a distribution on R. For λ > 0, we define the
parametrised distribution

f (λ·) : D(R) → R

φ 7→ f (λ·)(φ) := 〈 f , φλ〉

where φλ(x) := λ−1φ
( x

λ

)
.

Remark 1.4.5. Note that this is a distribution precisely because f is a distri-
bution and φλ is also a compactly supported function as long as φ is. This
definition is motivated for the substitution rule in integrals. Indeed, if f is a
locally integrable function, taking t = λx we have

〈 f (λ·), φ〉 =
∫

R
f (λx)φ(x)dx = λ−1

∫
R

f (t)φ
(

t
λ

)
dt = 〈 f , φλ〉.

Example 1.4.6. From

δ(λx) =
1
λ

δ(x) for λ > 0 and for every n ∈N,

it follows that
δ(n)(λx) =

1
λn+1 δ(n)(x) for λ > 0.

Combining Example 1.4.6 and Equation (1.28) we get the asymptotic for-
mula

f (λ·) ∼
∞

∑
n=0

(−1)nµnδ(n)

n!λn+1 , λ→ ∞ (1.29)

and we call it the moment asymptotic expansion of f .

1.4.2 The space K′

The spaceK of Grossman-Loupias-Stein symbols was first introduced in [GLS68]
for quantum mechanics considerations. Ricardo Estrada ([Est98; EK02]) later

5See Example 1.3.2(i) and Equation (1.14).
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proposed a relationship between the dual space K′, the Cesàro behavior at
infinity of distributions and the parametric or distributional behavior at in-
finity (Theorem 1.4.10). We complete his proof with Lemma 1.4.8 inspired by
[EKL90, Theorem 1] and [EKL90, Lemma 3]. Let us start with the following
definition:

Definition 1.4.7. Let γ ∈N. The space of Grossman-Loupias-Stein symbols
of order γ in one variable ([GLS68]) is defined by

Kγ :=
{

φ ∈ C∞(R) : for each k ∈N, |φ(k)(x)| = O(|x|γ−k) as |x| → ∞
}

.

On this space we define the seminorms:

‖φ‖k,γ := max

{
sup
|x|≤1
{φ(k)(x)}, sup

|x|≥1
{|x|k−γφ(k)(x)}

}
n ∈N, γ ∈N.

The family {Kγ}γ∈N is a family of Fréchet spaces i.e. every Kγ is a locally
convex vector space defined by the countable number of seminorms ‖ · ‖k,γ
(k ∈ N) that is sequentially complete, in the sense that a sequence that is
Cauchy with respect to all ‖ · ‖k,γ converges. In particular, we define

K :=
∞⋃

γ=1

Kγ

and the topology of K is the inductive limit topology of the Kγ as γ → ∞
(see for references [Gru09, Appendix B]). Particularly, D ⊂ K.

Polynomials lie in the space K. Also, classical symbols with constant co-
efficients [Gru09, Definition 7.2] of order γ lie in Kγ. We observe that a dis-
tribution f ∈ K′ has well defined moments µk( f ) given by

µk := 〈 f , xk〉 for each k ∈N. (1.30)

so, in some sense, the existence of these moments of all orders is an indication
of the fact that f “decays rapidly at infinity”.

The proof of the following Lemma is an original work of ours.

Lemma 1.4.8. If f is a distribution such that f ∈ K′ then, there exist constants
µ0, µ1, µ2, . . . such that

f (λ·) ∼
∞

∑
n=0

(−1)nµnδ(n)

n!λn+1 , λ→ ∞

in the weak sense, meaning that for any φ ∈ K(R), we have as λ→ ∞

〈 f (λ·), φ(x)〉 =
N

∑
n=0

µnφ(n)(0)
n!λn+1 +O

(
1

λN+2

)
for every N ∈N.



36 Chapter 1. Cesàro behavior of distributions

Proof. Let us denote

Mt := {φ ∈ K(R) : φ(n)(0) = 0, n ≤ t}

for t ∈N and let φ ∈ Kq(R) for some q. If there exists t ≤ q such that φ ∈ Mt
then ∥∥∥φ

( x
λ

)∥∥∥
q,0

= O
(

1
λt

)
.

In fact, by definition of Kq and Mt, there exists a constant K such that

|φ(x)| ≤ K|x|t |x| ≤ 1
|φ(x)| ≤ K|x|q |x| ≥ 1.

Hence, if λ−1 ≤ 1 ∥∥∥φ
( x

λ

)∥∥∥
q,0
≤ K

λt .

Notice that if n ≤ t, (n ∈N), and φ ∈ Mt then φ(n) ∈ Mt−n and thus∥∥∥φ
( x

λ

)∥∥∥
q,n

=

∥∥∥∥ 1
λn φ(n)

( x
λ

)∥∥∥∥
q,0

=
1

λnO
(

1
λt−n

)
= O

(
1
λt

)
while if n > t, φ(n) ∈ M0 and thus∥∥∥φ

( x
λ

)∥∥∥
q,n

=
1

λn

∥∥∥φ(n)
( x

λ

)∥∥∥
q,0

=
1

λnO(1) = O
(

1
λn

)
.

So, if φ ∈ Kq let PN(x) := ∑N
n=0

φ(n)(0)
n! xn be the Taylor polynomial of φ of

order N < q. Then, if f ∈ K′(R)

〈 f (λ·), φ〉 = 〈 f (λ·), PN〉+ 〈 f (λ·), φ− PN〉

=
N

∑
n=0

µnφ(n)(0)
n!λn+1 + RN(λ)

where RN(λ) is given by RN(λ) = 〈 f (λ·), φ − PN〉 and µn are the well-
defined moments in Equation (1.26). We observe that φN := φ− PN ∈ MN+1.
By the same argument as before, for every seminorm ‖φN(

x
λ )‖q,j with j ∈ N

there is some constant K such that∥∥∥φN

( x
λ

)∥∥∥
q,j
≤ K

λN+1 .

Since f is a continuous linear functional, then for a suitable choice of con-
stant C

|RN| = |〈 f (λ·), φN(x)〉| = 1
λ

∣∣∣〈 f , φN

( x
λ

)〉∣∣∣ ≤ C
λ

N+1

∑
j=0

∥∥∥φN

( x
λ

)∥∥∥
q,j

= O
(

1
λN+2

)
.
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The topology of K being the inductive topology of the Kq as q → ∞ implies
that for φ ∈ K and λ→ ∞

〈 f (λx), φ(x)〉 =
N

∑
n=0

µnφ(n)(0)
n!λn+1 +O

(
1

λN+2

)
for every N ∈N.

For the following Lemma, we complete some steps that were not given in
the original result.

Lemma 1.4.9. [EK02, Lemma 6.7.1] A distribution f with support bounded
on the left such that f = OC(x−∞) as x → ∞, lies in f ∈ K′.

Proof. Since K′(R) is the projective limit of the spaces K′γ(R) as γ → ∞, we
want to show that if f = OC(x−∞) as x → ∞ then f ∈ K′γ(R) for each γ.
Since f = OC(x−∞) as x → ∞ means that f = OC(x−β) for all β, then, in
particular, choosing γ ∈ N, we have that f = OC(x−γ−2) as x → ∞ remains
true (since little-O implies big-O). In this way, there exists N ∈ N and fN a
primitive of f of order N with bounded support on the left such that fN is
locally integrable for x large and fN(x) = PN−1(x) +O(x−γ−2+N) as x → ∞
where PN−1 is a polynomial of order at most N − 1.

Note that if 〈 f , xj〉 = 0 for all j with 0 ≤ j ≤ N − 1 then PN−1(x) = 0. In
fact,

0 = 〈 f , xj〉 = 〈 f (N)
N , xj〉 = (−1)j(j)!〈 f (N−j)

N (x), 1〉

so, the coefficient of PN−1(x) corresponding to the power xj equals 0.
Let g ∈ Cc(R) be such that∫ ∞

−∞
f (x)xndx =

∫
supp(g)

g(x)xndx for all 0 ≤ n ≤ N − 1

i.e. µn = 〈 f (x), xn〉 = 〈g(x), xn〉. Let gN be the primitive of g of order N with
support bounded on the left, so, by the previous reasoning,

fN(x)− gN(x) = O(x−γ−2+N) as x → ∞. (1.31)

If φ ∈ Kγ−N then in particular |φ(x)| = O(xγ−N) as x → ∞, so, in view
of Equation (1.31), there exist a, C, K ∈ R≥1 such that

|( fN − gN)(x)| < C|x|−γ−2+N and |φ(x)| < K|x|γ−N for x ∈ [a, ∞).

Therefore,∫
|x|≥a

|( fN − gN)(x)||φ(x)|dx < CK
∫
|x|≥a

|x|−2dx < ∞
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and, since ( fN − gN) and φ are continuous,
∫
|x|≤a |( fN − gN)(x)||φ(x)|dx <

∞. Then ∫ ∞

−∞
( fN − gN)(x)φ(x)dx

converges, and thus fN − gN ∈ K
′
γ−N. On the other hand, by definition, if

ψ ∈ Kγ(R) then ψ(N) ∈ Kγ−N(R). So, the equality

〈( fN − gN)
(N), ψ〉 = (−1)N〈( fN − gN), ψ(N)〉

implies that ( fN − gN)
(N) ∈ K′γ(R), and finally f = ( fN − gN)

(N) + g ∈
K′γ(R).

Now that we have closed the gaps, thanks mainly to the Lemma 1.4.8.
The following, which is the most important result of this section, has its full
proof.

Theorem 1.4.10. Let f be a distribution on R. The following are equivalent:

(i) f ∈ K′(R).

(ii) f satisfies
f = OC(|x|−∞) as |x| → ∞. (1.32)

(iii) There exist constants µ0, µ1, µ2, . . . such that

f (λ·) ∼
∞

∑
n=0

(−1)nµnδ(n)(x)
n!λn+1 , λ→ ∞ (1.33)

in the weak sense, it means that for any φ ∈ K(R), we have as λ→ ∞

〈 f (λ·), φ(x)〉 =
N

∑
n=0

µnφ(n)(0)
n!λn+1 +O

(
1

λN+2

)
for every N ∈N.

Proof. Directions (i) ⇒ (iii) and (ii) ⇒ (i) follow from Lemma 1.4.8 and
Lemma 1.4.9 respectively. The rest of the proof consists of showing (iii) ⇒
(ii).

Note that if f is a distribution such that for any φ ∈ K(R) as λ → ∞ it
satisfies

〈 f (λ·), φ〉 =
N

∑
n=0

µnφ(n)(0)
n!λn+1 +O

(
1

λN+2

)
(1.34)

for every N ∈N, this is equivalent to say that for any φ ∈ K(R) as λ→ ∞ it
satisfies

〈 f (λ·), φ〉 =
N

∑
n=0

µnφ(n)(0)
n!λn+1 + O

(
1

λN+1

)
(1.35)

for every N ∈N. Therefore it is enough to show that for all f ∈ D′

f (λ·) = O(λα) as λ→ ∞ distributionally for some real α (1.36)
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implies that f = OC(|x|α) as |x| → ∞. Indeed, Equation (1.34) for all N
implies that Equation (1.36) holds for all negative integer powers α, and using
this claim we can say f = OC(|x|−∞) as |x| → ∞. This last statement is
equivalent to f = OC(|x|−∞) as a consequence of Equation (1.35) and the
properties given in Proposition 1.3.18. Thus, suppose that f ∈ D′ has support
bounded on the left and satisfies Equation (1.36) i.e.

〈 f (λ·), φ〉 = O(λα) as λ→ ∞ for all φ ∈ D.

Taking a derivative

〈 f ′(λ·), φ(x)〉 = −〈 f (λ·), φ′(x)〉 = O(λα)

because φ′ ∈ D. In the same vein, there exists N ∈N such that the primitives
of order N of f (λx) are bounded by Mλα for |x| ≤ 1, some suitable M > 0
and λ large enough. Notice that if F is a primitive of order N of f (see Remark
1.3.16), then λ−N F(λ·) is a primitive of order N of f (λ·). Then,

|F(λx)| ≤ Mλα+N, distributionally with |x| ≤ 1, λ large enough.

Taking x = 1 and replacing λ by x we obtain

|F(x)| ≤ Mxα+N, distributionally with x large enough.

So that
F(x) = O(xα+N) as x → ∞

and thus
f = OC(xα) as x → ∞.

The corresponding result also holds if f has support bounded on the right.
A general case follows by using a decomposition f = f1 + f2, where f1 has
support bounded on the left and f2 has support bounded on the right. So
finally,

f = OC(|x|α), as |x| → ∞.

Finally, the following interesting result shows that the existence of the
moments in the Cesàro sense of a distribution implies that the distribution
belongs to K′. The proof use some of the propositions and remarks studied
up to this point.

Theorem 1.4.11. [EK02, Theorem 6.7.3] A distribution f in D′ lies in K′(R)
if, and only if, for all n ∈N the moments µn = 〈 f , xn〉C exist.

Proof. Since Equation (1.30) always holds for f ∈ K′, we restrict to the con-
verse. Let us assume without loss of generality that f has support bounded
on the left. By definition, if 〈 f (x), xn〉C = µn exists for all n ∈N then

C- lim
x→∞

∫ x

−∞
f (t)tndt = µn. (1.37)
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With the notation of Remark 1.3.16, we can rewrite Equation (1.37) as

I(xn f (x)) = µn + OC(1) as x → ∞. (1.38)

By Remark 1.3.19, we see that Equation (1.38) particularly implies that

I(xn f (x)) = µn +OC(x1/2) as x → ∞.

So, by Proposition 1.3.18 (i)

xn f (x) = OC(x−1/2) as x → ∞

and by Proposition 1.3.18 (ii)

f (x) = OC(x−n−1/2) as x → ∞.

Since n is arbitrary, f (x) = OC(x−∞). Theorem 1.4.10 implies that f ∈
K′(R).

Remark 1.4.12. Let f ∈ K′. The moment asymptotic expansion (1.33) allows
us to obtain the small-t behavior of functions Φ(t) written as

Φ(t) = 〈 f , g(t·)〉
with g ∈ K, which gives

Φ(t) =
∞

∑
j=0

µjg(j)(0)tj

j!
as t→ ∞

with the well-defined moments µj( f ) given by

µj := 〈 f , xj〉 for each j ∈N.

We will be interested in the cases where f (λ·) is the kernel of the spectral
density of a pseudodifferential operator P, but those are topics of the follow-
ing chapter.
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Chapter 2

Spectral densities

2.1 A warm up with spectral measures

First, let us revisit diagonalization of a normal operator in finite dimension,
i.e. a normal matrix. Suppose that T is a linear operator acting on a Hilbert
space (H, 〈·, ·〉) of finite dimension n. Assume that T is normal so there exists
an orthonormal basis e1, e2, . . . , en forH consisting of eigenvectors of T,

Tek = λkek, for each k = 1, . . . , n,

where Sp(T) = {λ1, . . . , λn} ⊂ C is the spectrum of T. The eigenspaces Wk
of T corresponding to the eigenvalues λk satisfyH = W1⊕ · · · ⊕Wn, and the
orthogonal projections P1, . . . , Pn associated to this decomposition satisfy

I =
n

∑
k=1

Pk and T =
n

∑
k=1

λkPk (2.1)

where the right part of the last equality is called the spectral decomposition of
the operator T. This decomposition depends on the basis e1, e2, . . . , en, and it
is useful to reformulate this decomposition in a basis-free way, which can be
done as follows. For every λ ∈ C, let Wλ be the eigenspace

Wλ := {ξ ∈ H : Tξ = λξ} .

The subspaces {Wλ : λ ∈ C} sum toH (in the sense of direct sums), they are
mutually orthogonal, each of them is invariant under T, and Wλ is nonzero if,
and only if, λ ∈ Sp(T) where Sp(T) denote the spectrum of T. Following the
ideas of [RS80, Chapter VII], these remarks can be converted into a statement
about only T in the next way: let Pλ be the projection ofH onto Wλ, then, the
family {Pλ} of spectral projections forms a system of mutually orthogonal
projections in B(H), again they sum to I, Pλ 6= 0 if, and only if, λ ∈ Sp(T),
and we also have

T = ∑
λ∈Sp(T)

λPλ (2.2)

(analogous to Equation (2.1)). As expected, functions of T can be expressed
like
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f (T) = ∑
λ∈Sp(T)

f (λ)Pλ.

Thus, Formula (2.2) expresses the operator T as a “spectral sum” where
the right side represents the integral of the complex-valued function f (z) =
z, z ∈ Sp(T), against the projection-valued measure P(A) = ∑λ∈A Pλ with
A ⊆ C.

Formula (2.2) can be generalized to normal operators acting on an infinite-
dimensional Hilbert space H . For this porpuse, let us consider B as the
algebra of Borel sets in C and B(H) the algebra of bounded operators onH.

Definition 2.1.1. A function P : B → B(H) taking values in projections P(A)
(A ∈ B), such that

(i) P(∅) = 0,

(ii) P(C) = I

(iii) for every sequence A1, A2, . . . of mutually disjoint sets, we have

P

(
∞⋃

n=1

An

)
= s- lim

N→∞

N

∑
n=1

P(An)

is called a spectral measure on C. The last limit is interpreted as the limit in the
strong topology of the sequence of partial sums ∑N

n=1 P(An).

The next step is to give meaning of the spectral integral
∫

f dP where P :
B → B(H) is a spectral measure and f : C→ C is a bounded Borel function
(i.e. f−1(A) ⊂ C is a bounded Borel set for any open set A). This can be done
by interpreting

∫
f dP as a weak integral as follows:

Theorem 2.1.2. [RS80, Theorem VII.7] For every spectral measure P defined
on C and taking values in the set of projections of B(H), and for every
bounded Borel function f : C → C there exists a unique operator

∫
f dP

such that 〈(∫
f dP

)
ξ, η

〉
=
∫

C
f (λ)〈P(dλ)ξ, η〉, ξ, η ∈ H (2.3)

where 〈·, ·〉 is the inner product onH.

In order to understand how this operator behaves, let us give an overview
of the proof: we start with a couple of vectors ξ, η inH and define a complex-
valued measure µ(ξ, η) by µ(ξ, η)(A) := 〈P(A)ξ, η〉 on C. This one is a
countably additive complex-valued measure on B and satisfy the estimate

‖µ(ξ, η)‖ ≤ ‖ξ‖‖η‖, ξ, η ∈ H,

where ‖ · ‖ is the norm associated to the inner product in H. Also, the appli-
cation fromH×H into the space of measures on C given by

(ξ, η) 7→ µ(ξ, η)
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is linear in ξ and antilinear in η, which implies that the mapping [·, ·] on
H×H

[ξ, η] :=
∫

C
f dµ(ξ, η)

is a bounded sesquilinear form with a straightforward estimate

|[ξ, η]| ≤ sup
λ∈C

| f (λ)|‖ξ‖‖η‖ = ‖ f ‖∞‖ξ‖‖η‖.

By the Riesz lemma, there is a unique operator π( f ) in B(H) such that

〈π( f )ξ, η〉 for ξ, η inH, and ‖π( f )‖ ≤ ‖ f ‖∞.

This defines the operator π( f ) as a weak integral, and yields an interpreta-
tion of

∫
f dP.

As it is shown in [RS80, Chapter VIII], spectral measures on the real line
generalise beyond bounded operators. In fact, if a spectral measure P has
compact support in the sense that there is a compact subset K ⊆ R with
P(R \ K) = 0, one can associate P with a self-adjoint operator as follows:
since P is not null only in K, f (λ) = λ is bounded almost everywhere with
respect to P, so that

T =
∫ ∞

−∞
λdP(λ) =

∫
K

λdP(λ)

defines a self-adjoint operator onH. For a bounded Borel function f

f (T) =
∫ ∞

−∞
f (λ)dP(λ)

where
〈 f (T)ξ, η〉 =

∫ ∞

∞
f (λ)〈dP(λ)ξ, η〉, ξ, η ∈ H.

Thus, spectral integrals yield another way of looking at the functional calcu-
lus for Borel functions. Now, suppose f is an unbounded complex-valued
Borel function and let

D f :=
{

ξ ∈ H :
∫ ∞

−∞
| f (λ)|2〈dP(λ)ξ, ξ〉 < ∞

}
Then, D f is denseH and an operator f (T) is defined on D f by

〈 f (T)ξ, ξ〉 :=
∫ ∞

−∞
f (λ)〈dP(λ)ξ, ξ〉

and we write symbolically

f (T) =
∫

f (λ)dPλ.
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If f is real-valued, then f (T) is self-adjoint on D f . Summarizing all this sec-
tion:

Theorem 2.1.3. [RS80, Spectral Theorem VIII.6] There exists a one to one cor-
respondence between self-adjoint operators T and spectral measures {Pλ} on
H, given by

T =
∫ ∞

−∞
λdPλ

and if f is a real-valued Borel function on R, then

f (T) =
∫ ∞

−∞
f (λ)dPλ

defined on a dense domain D f is self-adjoint, i.e. f (T) is essentially self-
adjoint onH.

2.2 Spectral densities

Let H be a Hilbert space and T : Dom(T)→ H a (possibly unbounded) self-
adjoint operator. This operator defines a “smooth structure” on a subset of
H:

Definition 2.2.1. The subspaceH∞ ⊂ H of smooth vectors inH (relative to T)
is defined as

H∞ =
⋂

m∈N

Hm where for every m ∈N Hm := Dom(Tm).

It can be shown that H∞ is dense in H in the sense of the norm inherited
by the inner product of H (see [Kna86, Theorem 3.15]). By the Spectral The-
orem (2.1.3), the operator T admits a spectral decomposition {Pλ}∞

λ=−∞ such
that

T =
∫ ∞

−∞
λdPλ(T) (2.4)

where we use the symbol dPλ(T) to mean integration with respect to the
spectral measures associated to T. Also, if g is a real-valued Borel function
on R, then

g(T) =
∫ ∞

−∞
g(λ)dPλ(T) (2.5)

is essentially self-adjoint on H. Spectral integrals (2.4) and (2.5) make sense
in the functional calculus for Borel functions.

If T moreover has a property of compact resolvent1, from Equation (2.4)
we may write

T = ∑
k

λk|ξk〉〈ξk| (2.6)

1i.e. the operator (T − λI)−1 is a compact operator, then the spectrum of T is a discrete
subset of C
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where (ξk)k is the orthonormal basis ofH consisting of eigenvectors of T with
eigenvalues λk (repeated in the sum (2.6) in case of multiplicity), and |ξk〉〈ξk|
denotes the orthogonal projection onto Span(ξk).

Remark 2.2.2. Although H∞ is not a Hilbert space, in slightly different form
both of the following aspects are fulfilled byH∞:

1. H∞ is a dense subspace of H, and each Tm : H∞ → H, m ∈ N, is an
unbounded operator.

2. H∞ is a Fréchet space, and each Tm : H∞ → H is a continuous linear
map.

Furthermore, Tm maps Hn into Hn−m for n ≥ m, so that H∞ is stable under
Tm for all m. Notice that we could introduce also pseudodifferential opera-
tors of order n (defined in Appendix A) by those operators P : H∞ → H∞

such that they extend to bounded operatorsHm → Hm−n for m ≥ n.

Definition 2.2.3. The spectral decomposition (2.4), determines the spectral
density:

dT(λ) :=
dPλ(T)

dλ

understood as a distribution from D′ valued in B(Dom(T),H) (bounded
operators acting from Dom(T) intoH), such that

〈dT(λ), φ(λ)〉λ :=
∫ ∞

−∞
φ(λ)dPλ(T). (2.7)

Example 2.2.4. 1. The identity operator is

I = 〈dT(λ), 1〉 =
∫ ∞

−∞
dPλ(T).

2. Following (2.4), the operators T reads

T = 〈dT(λ), λ〉 =
∫ ∞

−∞
λdPλ(T)

i.e.
(Tξ|η) := (〈dT(λ), λ〉λξ|η) =

∫ ∞

−∞
λd(Pλξ|η)

for all ξ ∈ Dom(T) and η ∈ H (here we write the inner product as (·|·)
to avoid confusion with the evaluation of a distribution, 〈·, ·〉).

3. As any function φ ∈ D is a Borel function, one gets φ(T) = 〈dT, φ〉λ.
Following Equation (1.13), we use the notation

dT(λ) := δ(λ− T),

so that, if the operator T has compact resolvent, from Equation (2.6) we
have

dT(λ) = ∑
k
|ξk〉〈ξk|δ(λ− λk). (2.8)
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Remark 2.2.5. In accordance with Chapter 1, if dT(λ) is viewed as a distribu-
tion from D′ valued in B(H∞,H), then we have

〈dT(λ), λn〉 = Tn for all n

which means, by Theorem 1.4.11, that actually δ(λ− T) ∈ K′(R,B(H∞,H)).
This implies, by Theorem 1.4.10, that

δ(Λλ− T) ∼
∞

∑
n=0

(−1)n

n!Λn+1 Tnδ(n)(λ), Λ→ ∞ (2.9)

and moreover, δ(λ− T) vanishes to infinite order at ±∞ in the Cesàro sense,
namely

δ(λ− T) = OC(|λ|−∞) as |λ| → ∞. (2.10)

Note that dT(λ) is not a density in the usual sense (as a Radon-Nikodym
derivative, see [Yos12, Theorem III.8]) because it does not have a punctual
value for all λ. On the contrary, it is important to emphasize that dT(λ)
should be understood as an operator-valued distribution, i.e. an element
of the space D′(R,B(Dom(T),H)) acting on D(R) as

φ(T) = 〈dT(λ), φ(λ)〉λ.

2.3 Spectral densities of elliptic pseudodifferential
operators

For the purposes of this thesis, we are mostly interested in the case of an
elliptic pseudodifferential operator T with smooth coefficients on a smooth
Riemannian manifoldM. For further information about pseudodifferential
operators, please review Appendix A. The corresponding Hilbert space is
H = L2(M) and Dom(T) is the domain corresponding to suitable boundary
conditions. The operator T will be usually positive, but for this section it will
only be assumed to be self-adjoint.

2.3.1 Motivating examples and results

Since the space D(M) of smooth functions with compact support on M is
a subspace of H∞ [Nee10, Remark 4.11], by the Schwartz kernel theorem,
operators P acting on D(M) can be represented as integrals of distributional
kernels KP(x, y) in D′(M×M) by

(Pφ)(x) =
∫

KP(x, y)φ(y)dy = 〈KP(x, y), φ(y)〉y. (2.11)
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Example 2.3.1. The distributional kernel corresponding to the identity oper-
ator I is δ(x− y), and the one for T is Tδ(x− y) because

〈δ(x− y), φ(y)〉y = Iφ(x) and
〈Tδ(x− y), φ(y)〉 = 〈δ(x− y), Tφ(y)〉 = Tφ(x).

Similarly, dT(λ) has an associated kernel dT(x, y; λ) ∈ K′(R,D′(M×
M)), such that

〈〈dT(x, y; λ), φ(y)〉y, ψ(λ)〉λ = 〈dT(λ), ψ(λ)〉λφ(x) = ψ(T)φ(x)

with φ ∈ D and ψ ∈ K. Since T is elliptic, it follows that dT(x, y; λ) is smooth
in (x, y). The expansions (2.9) and (2.10) hold in H∞, and thus in D(M), so
observing that

〈dT(x, y; λ), λn〉λ = Tnδ(x− y)

we have

dT(x, y; Λλ) ∼
∞

∑
n=0

(−1)n

n!Λn+1 (T
nδ)(x− y)δ(n)(λ), Λ→ ∞ (2.12)

and
dT(x, y; λ) = OC(|λ|−∞) as |λ| → ∞. (2.13)

Proposition 2.3.2. Expansion (2.12) and Relation (2.13) away from the diag-
onal ofM×M, are valid in the sense of uniform convergence of all deriva-
tives on compact sets and hence, pointwise outside of the diagonal ofM×
M.

Proof. The expansion (2.12) can not hold pointwise in both variables x and y
in all M×M, since we can not set x = y in the distribution δ(x − y). Let
U, V be open sets in M with U ∩ V = ∅. Due to the fact that T is elliptic,
dT(x, y; λ) is smooth in (x, y) ∈ U ×V, so if f ∈ D′(M) and φ ∈ D(R), then
φ(T) is a smoothing pseudodifferential operator, and φ(T) f is smooth inM
for all f ∈ D′(M). Thus, if f ∈ D′(M) with supp f ⊆ U and g ∈ D′(M)
with suppg ⊆ V then

〈dT(x, y; λ), f (x)g(y)φ(y)〉 = 〈φ(T) f (x), g(x)〉

is well-defined, and so dT(x, y; λ) belongs to D′(R, E(U ×V)). Moreover,

〈dT(x, y; λ), f (x)g(y)λn〉 = 〈Tn f (x), g(x)〉 = 0,

so actually dT(x, y; λ) belongs to K′(R, E(U ×V)), and all its moments van-
ish. In consequence,

dT(x, y; Λλ) = O(Λ−∞) as Λ→ ∞

in K′(R, E(U × V)). Similarly, Relation (2.13) also holds in E(U × V). As
convergence in E(U×V) implies pointwise convergence on U×V, we have
the second part of what we want to prove. Also convergence in E(U × V)
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implies uniform convergence of all derivatives on compact sets, thus (2.12)-
(2.13) hold uniformly on compacts subsets of U × V. Hence, the expansion
can be differentiated as many times as necessary with respect to x or y.

On the other hand, similar to the previous proof, we will also show the
following result on the behavior of the density kernel.

Proposition 2.3.3. Let T1 and T2 be pseudodifferential operators acting onM
with spectral density kernels d1(x, y; λ), d2(x, y; λ) respectively. Let U be an
open set onM and assume that T1 − T2 is a smoothing operator in U. Then,

d1(x, y; λ) = d2(x, y; λ) + Oc(λ
−∞) as λ→ ∞,

in the topology of the space E(U×U) and, in particular, pointwise on (x, y) ∈
U ×U.

Proof. Let f , g ∈ E ′(U). As T1 − T2 over U is a smoothing operator, if φ ∈
D(R) then φ(T1)− φ(T2) is a smoothing operator. Therefore, 〈d1(x, y; λ)−
d2(x, y; λ), f (x)g(y)〉 is a well-defined element of D′(R) given by

〈〈d1(x, y; λ)− d2(x, y; λ), f (x)g(y)〉, φ(λ)〉 = 〈(φ(T1)− φ(T2)) f , g〉.

If supp f ⊂ U and supp g ⊂ U then all the moments

〈〈d1(x, y; λ)− d2(x, y; λ), f (x)g(y)〉, λn〉 = 〈(Tn
1 − Tn

2 ) f , g〉

exist because T1 − T2 is smoothing in U. Consequently,

〈d1(x, y; λ)− d2(x, y; λ), f (x)g(y)〉 ∈ K′(R)

and by Theorem (1.4.10),

〈d1(x, y; λ)− d2(x, y; λ), f (x)g(y)〉 = Oc(λ
−∞) as λ→ ∞.

Let us exemplify the described behavior with a very illustrative example:

Example 2.3.4. [EKL90, Example 160] Let H be the operator Hy = −y′′ con-
sidered on the domain X := {y ∈ C2[0, π] : y(0) = y(π) = 0} in L2[0, π].
The eigenvalues are λn = n2, n = 1, 2, 3, . . . with normalised eigenfunc-

tions φn(x) =
√

2
π sin nx. Therefore, taking the distributional derivative as

in Equation (2.8), the spectral density is determined by

dH(x, y; λ) =
2
π

∞

∑
n=1

sin nx sin nyδ(λ− n2),

where 0 < x < π, 0 < y < π. Then, by Equation (2.9)

2
π

∞

∑
n=1

sin nx sin nyδ(Λλ− n2) ∼
∞

∑
j=0

δ(2j)(x− y)δ(j)(λ)

j!Λj+1 as Λ→ ∞
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in D′(R,D′((0, π)× (0, π))). If x 6= y, then

2
π

∞

∑
n=1

sin nx sin nyδ(Λλ− n2) = O(Λ−∞)

and, on the other hand

dH(x, x; λ) =
2
π

∞

∑
n=1

sin2 nxδ(λ− n2).

In Appendix C we show

∞

∑
n=1

cos 2nx = −1
2

(C)

∞

∑
n=1

n2k cos 2nx = 0 (C), k = 1, 2, 3, . . .

Thus, if 0 < x < π

dH(x, x; Λλ) =
1
π

∞

∑
n=1

(1− cos 2nx)δ(Λλ− n2)

=
1
π

δ(Λλ− n2) +
1

2πΛ
δ(λ) + O(Λ−∞) Λ→ ∞

since ∑∞
n=1 cos(2nx)δ(λ − n2) belongs to K′ if 0 < x < π with moments

µ0 = −1/2 y µk = 0 for k ≥ 1.
From the Ramanujan’s formula2

∞

∑
n=1

φ(εn2) =
1

2π
√

ε

∫ ∞

0
x−1/2φ(x)dx− 1

2
φ(0) + O(ε∞) as ε→ 0+.

we infer
dH(x, x; λ) =

1
2π
√

λ
+ OC(λ

−∞) λ→ ∞,

which means, dH(x, x; λ) ∼ (1/2π)λ−1/2, as λ→ ∞ in the Cesàro sense.

2.3.2 The Cesáro asymptotic behavior of the spectral density:
constant coefficient case

When T is an elliptic operator with constant coefficients defined in all Rn, it
admits a selfadjoint extension which we will also denote as T. Let p = σ(T)
be the total symbol of T. Then the spectral projection of T is given by

P(x, y, ; λ) =
1

(2π)n

∫
p(ξ)<λ

ei(x−y)·ξdξ

2[EGBV98, Lemma 2.11] applied to g(x) := φ(x2) for φ ∈ S .
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so that the spectral density can be written as

dT(x, y; λ) =
1

(2π)n

〈
ei(x−y)·ξ , δ(p(ξ)− λ)

〉
. (2.14)

The definition of δ(p(ξ)− λ) is similar to that of Formula (1.16).

In order to obtain the Cesáro asymptotic behavior of dT(x, y; λ) we shall
start with the parametric behavior of dT(x, y; Λλ) as Λ→ ∞. Setting t = 1/Λ
leads to the function

Ψ(t) := 〈dT(x, y; λ), φ(tλ)〉λ

where φ(λ) is a function in K(R) (see Remark 1.4.12). Because of Relation
(2.14)

Ψ(t) =
1

(2π)n

〈
ei(x−y)·ξ , φ(tp(ξ))

〉
ξ

,

so when x 6= y are fixed, ei(x−y)·ξ is in K′ as a function of ξ. This also holds
distributionally in (x, y). The expansion of Ψ(t) is therefore a consequence of
the next lemma.

Lemma 2.3.5. Let f ∈ K′(Rn), so that it satisfies the multidimensional mo-
ment asymptotic expansion

f (λx) ∼ ∑
k∈Rn

(−1)|k|µkDkδ(x)
k!λ|k|+n

as λ→ ∞

where µk are the moments of the generalized function f ,

µk = 〈 f (x), xk〉,

meaning that if φ ∈ K(Rn), then

〈 f (λ·), φ〉 =
N

∑
|k|=0

µkDkφ(0)
k!λ|k|+n

+O
(

1
λN+n+1

)
,

as λ→ ∞. If p is an elliptic polynomial and φ ∈ K, then

〈 f (x), φ(tp(x))〉 ∼
∞

∑
m=0

〈 f (x), p(x)m〉φ(m)(0)
m!

tm as t→ 0. (2.15)

Proof. We want to show that the Taylor expansion in t

φ(tp(x)) =
N

∑
m=0

φ(m)(0)p(x)mtm

m!
+O(tN+1)
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not only holds pointwise but actually converges in the topology of K(Rn).
The remainder in this expansion is

RN(x, t) =
φ(N+1)t0p(x)p(x)N+1tN+1

(N + 1)!
,

for some t0 ∈ (0, t). Since φ ∈ K, there exists q ∈ R such that φ(j)(x) =
O(|x|q−j) as x → ∞. As p has degree m, it follows that

|RN(x, t)| ≤ M max{1, |x|mq}tN+1

(N + 1)!

for some constant M and the convergence of the Taylor expansion in the
topology of the space K follows.

Remark 2.3.6. Observe that applying Equation (2.15) with f (x) = ei(x−y)·ξ

for x 6= y , we obtain

Ψ(t) ∼ 1
(2π)n

∞

∑
k=0

〈ei(x−y)·ξ , p(ξ)k〉φ(k)(0)tk

k!
,

or even more

Ψ(t) ∼
∞

∑
k=0

Tkδ(x− y)φ(k)(0)tk

k!
.

Consequently,

dT(x, y; Λλ) ∼
∞

∑
k=0

(−1)kTkδ(x− y)δ(k)(λ)
k!Λk+1 , as Λ→ ∞

which goes in accordance with the general result (2.12).

Remark 2.3.7. Observe also that by Proposition 2.3.3 if T1 is any operator
with the same symbol, considered in some open set ofM with some bound-
ary conditions, then its spectral density d1(x, y; λ) satisfies

d1(x, y; λ) =
1

(2π)n 〈e
i(x−y)·ξ , δ(p(ξ)− λ)〉+ OC(λ

−∞)

As in the Example 2.3.4 we illustrate the previous reasoning with the fol-
lowing example.

Example 2.3.8. Let M be a region of Rn and H any selfadjoint extension of the
negative Laplacian−∆ with suitable boundary conditions on M. The symbol
of this operator is |ξ|2. Let dH(x, y; λ) be its spectral density. Then

dH(x, y; λ) =
1

(2π)n 〈δ(|ξ|
2 − λ), ei(x−y)·ξ〉+ OC(λ

−∞)

As |ξ|2 has only one zero in |ξ| ∈ R, we use the formula
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δ( f (x)) =
δ(x− x0)

| f ′(x0)|
where f has the only zero x0. Passing to polar coordinates with ξ = rw

in which r = |ξ|, w = (w1, . . . , wn) with |w| = 1, dξ = rn−1drdw and dw
representing the measure on the sphere in Rn, we have

1
(2π)n 〈δ(|ξ|

2 − λ), ei(x−y)·ξ〉 =
1

(2π)n

∫
|w|=1

∫ ∞

0
〈δ(r2 − λ), ei(x−y)·w〉rn−1drdσ(w)

=
λn/2−1

2(2π)n

∫
|w|=1

eiλ1/2(x−y)·wdσ(w)

=
λn/2−1

2(2π)n
2π(n−1)/2

Γ(n−1
2 )

∫ 1

−1
eiλ1/2u|x−y|(1− u2)

n−3
2 du

=
λn/4−1/2 Jn/2−1(λ

1/2|x− y|)
2n/2+1πn/2|x− y|n/2−1 ,

with Jp(x) the Bessel function of order p. Thus

dH(x, y; λ) =
λn/4−1/2 Jn/2−1(λ

1/2|x− y|)
2n/2+1πn/2|x− y|n/2−1 + OC(λ

−∞), λ→ ∞,

uniformly on compact sets of M×M.

2.3.3 The Cesáro asymptotic behavior of the spectral density:
general case

In this subsection we pass from spectral densities of pseudodifferential oper-
ators on the flat space Rn to the ones defined on a closed Riemannian man-
ifold. This is posible since the Cesàro behavior of the spectral densities is a
local property. Let us start with the following observation:

Let P be an elliptic pseudodifferential operator of positive integer order d
with total symbol p(x, ξ) = σ(P) on a Riemannian manifoldM of dimension
n acting on scalar functions. The Schwartz kernel (2.11) of P is by definition:

KP(x, y) :=
1

(2π)n 〈e
i(x−y)·ξ , p(x, ξ)〉ξ .

So, in particular on the diagonal

KP(x, x) :=
1

(2π)n 〈1, p(x, ξ)〉ξ .
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Additionally, for a pseudodifferential operator Q with symbol q, the follow-
ing composition rule holds

p(x, ξ)]q(x, ξ)− p(x, ξ)q(x, ξ) ∼ ∑
|α|>0

(−i)|α|

α!
∂α

ξ p(x, ξ)∂α
xq(x, ξ) (2.16)

with p]q meaning the symbol of the composite operator PQ. From this, in
the constant coefficient case we have that

σ(Pn) = σ(P)n = pn, for n ∈N.

Remark 2.3.9. When the resolvent operator is well-defined (the construction
of a parameter dependent parametrix for (P − λ) is treated in [See67]), we
have that

σ((P− λ))−1) = (σ(P)− λ))−1.

Using the representation through the resolvent, if φ is a Borel-function

φ(P) =
∫

Sp(P)

φ(λ)(P− λ)−1 dλ

where Sp(P) is the spectrum of P. So that if P has constant coefficients, then
for the symbol of φ(P) we have

σ[φ(P)] =
∫

Sp(P)

φ(λ)σ[(P−λ)−1] dλ =
∫

Sp(P)

φ(λ)(σ(P)−λ)−1 dλ = φ(σ(P)).

We set
σ(δ(λ− P)) := δ(λ− σ(P)) (2.17)

so that in particular, if φ(x) = xn for n ∈N, one has

σ(Pn) = σ(P)n =
∫

λnδ(λ− σ(P))dλ. (2.18)

In the same spirit as Remark 2.3.9, we define the symbol of a spectral
density in the general case of nonconstant coefficients, as the distributional
symbol that satisfies the relations

〈σ[δ(λ− P)], λk〉λ = σ(Pk) for k ∈N. (2.19)

Ansatz 2.3.10. Since we want an asymptotic expansion for the symbol of a
spectral density, as we already have for the spectral density itself and its
kernel, in the light of Equations (2.10), (2.12), (2.16) and (2.17) we make the
Ansatz for the symbol:

σ[δ(λ− P)] ∼λ→∞ δ(λ− σ(P)) +
∞

∑
n=1

(−1)ncnδ(n)(λ− σ(P)) (C) (2.20)

where the coefficients cn depend on P but not on λ.
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To justify this expansion and the expression of the coefficients cn, we re-
visite (2.20) via the computation of nth-moments with nth-powers of λ, for
each n ∈ N, i.e.

∫
λnσ[δ(λ − H)]dλ for n = 1, 2, 3, . . .. We first recall the

formula for the successive derivatives of the δ-function. For φ ∈ D∫
φ(λ)δ′(λ− t)dλ = −

∫
φ′(λ)δ(λ− t)dλ = −φ′(t)∫

φ(λ)δ′′(λ− t)dλ = −
∫

φ′(λ)δ′(λ− t)dλ

= (−1)2
∫

φ′′(λ)(λ− t)dλ = (−1)2φ′′(x)

...∫
φ(λ)δ(n)(λ− t)dλ = (−1)nφ(n)(x)

Using this formula of successive derivatives of δ, we infer that any power
of λ will pair nontrivially with a finite number of terms in Equation (2.20).
Thus, we get

σ(P) = 〈σ[δ(λ− P)], λ〉 =
∫

λδ(λ− σ(P))dλ− c1

∫
λδ′(λ− σ(P))dλ + 0

= σ(P)− c1(−1) · 1 = σ(P) + c1

from which c1 = 0. Similarly,

σ(P2) = (σ(P))2 − c1(−1)2σ(P) + c2(−1)2 · 2

which gives us c2 = σ(P2)−σ(P)2

2 . Successively

c3 =
1
6
(σ(P3)− 3σ(P2)σ(P) + 2σ(P)3)

and so on. It is clear how to solve iteratively to derive cn.
We have thus arrived at one of the two most important results of this

chapter, which has lots of similarities with Example (2.3.8):

Theorem 2.3.11. ([EGBV98, Equation (4.5)]) Let P be a positive elliptic pseu-
dodifferential operator of order k > 0 on a d-dimensional compact manifold
M. Then, the Schwartz kernel dP(x, x; λ) of the operator δ(λ− P) enjoys the
following Cesàro expansion on the diagonal:

dP(x, x; λ) ∼λ→∞

∞

∑
n=0

an(x)λ(d−k−n)/k (C), (2.21)

where
∫

M ak(x)|dx| = 1
k WResP−d/k. (the Wodzicki residue WRes and the

local residue wresx are defined in Appendix A).

Proof. From the Ansatz (2.3.10) we have

dP(x, x; λ) ∼ (2π)−n〈1, δ(λ− p(x, ξ)) + c2(x, ξ)δ
′′
(λ− p(x, ξ))− · · · 〉ξ (C)
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In polar coordinates, ξ = |ξ|w with |w| = 1, this gives us

(2π)−n
∫
|w|=1

dw〈|ξ|n−1, δ(λ− p(x, |ξ|w))+ c2(x, |ξ|w)δ
′′
(λ− p(x, |ξ|w))−· · · 〉|ξ|

In Formula (1.16), where |ξ| is taken positive, we shall assume that the equa-
tion p(x, |ξ|w) = λ has a unique positive solution |ξ|(x, w; λ), so we need to
compute

(2π)−n
∫

Sn−1
dw
|ξ|n−1(x, w; λ) + ∂2

∂λ2

(
c2(x, |ξ|(x, w; λ)w)|ξ|n−1(x, w; λ)

)
− . . .

p′(x, |ξ|(x, w; λ)w)

with p′ meaning the derivative with respect to the |ξ| variable. From the
asymptotic expansion of the total symbol

p(x, |ξ|w) ∼ pd(x, w)|ξ|d + pd−1(x, w)|ξ|d−1 + pd−2(x, w)|ξ|d−2 + · · ·

We see that p(x, |ξ|w) = λ can be solved by series reversion. As a first step,
let us assume a short while that P has order d = 1, then

|ξ|(x, w; λ) ∼ 1
p1(x, w)

λ− p0(x, w)

p1(x, w)
− p−1(x, w)λ−1 + · · ·

Integrating over |w| = 1 gives us an expansion of the type

dP(x, x; λ)
1

(2π)n (a0(x)λn−1 + a1(x)λn−2 + a2(x)λn−3 + · · · ) (C)

where ak(x)|dnx| = wresxPk−n. While the calculation of a1(x), a2(x), and
so on, is intrincate and goes beyond our purposes, we will give an idea of

why a0(x) = wresxP−n. Since c2 = σ(P2)−σ(P)2

2 do not contribute in the a0(x)
coefficient, nor the subsequent terms, it depends then only on the principal
symbol. Therefore, in the expansion of∫

|w|=1

|ξ|n−1(x, w; λ)

p1(x, w)

the coefficient of λn−1 will be∫
|w|=1

p1(x, w)−ndw

which actually means that

a0(x)|dx| = wresxP−n
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Finally, if P is of order d > 1 then A := P1/d is an operator of order 1. Setting
µ := λ1/d,

δ(λ− P) = δ(µd − Ad) =
δ(µ− A)

dµd−1 =
δ(λ1/d − P1/d)

dλ(d−1)/d
,

and then

dP(x, x; λ) ∼ 1
(2π)n (a0(x)λ(n−d)/d + a1(x)λ(n−d−1)/d + · · · ) (C)

with the leading term in the expansion given by

a0(x)|dx| = 1
d

wresxP−n/d

which ends the proof.

2.4 Hadamard finite part and an ’assumption’

In this section, we introduce the Hadamard regularization technique and dis-
cuss how it is used in order to get the small-t behavior of Green functions as-
sociated to tempered distributions f with support bounded on the left. These
are of the form

Ψ(t) = 〈 f (λ), φ(tλ)〉λ,

where, in this section, φ belongs (or can be extended) to the space S(R).
Assuming a (C) asymptotic expansion of a distribution3, we will see that
Ψ(t) has an ordinary asymptotic expansion as t → 0+. This will be used
strongly in Section 3.4.

Our interest in Hadamard finite part is to give a meaning to divergent
integrals of the type

F(φ) :=
∫ ∞

0

φ(x)
xk dx for φ ∈ D(R), and k ∈N.

Let us consider the “cut-off” integral

Fε(φ) :=
∫ ∞

ε

φ(x)
xk dx for ε > 0.

To extract a finite part when ε → 0, we take the following proposition into
account:

Proposition 2.4.1. [Pay12, Proposition 1.21] Fε can be expressed in the form

Fε(φ) = a0(ε) +
k−1

∑
j=1

aj

εj + b ln(ε)

3See Definition 2.4.5.
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where the aj’s with j = 1, 2 . . . , k − 1, and b are constants and the function
a0(ε) has a finite limit when ε→ 0.

Proof. Let a ∈ (ε, ∞) arbitrary but fixed. Dividing the interval of integration
of Fε(ϕ) and adding and subtracting appropiated terms we have

∫ ∞

ε

φ(x)
xk dx =

∫ ∞

a

φ(x)
xk dx +

∫ a

ε

1
xk

(
φ(x)−

k−1

∑
j=0

φ(j)(0)
j!

xjdx

)
dx +

∫ a

ε

k−1

∑
j=0

φ(j)(0)
j!

xj−k

=
∫ ∞

a

φ(x)
xk dx +

∫ a

ε

1
xk

(
φ(x)−

k−1

∑
j=0

φ(j)(0)
j!

xj

)
dx

+
k−2

∑
j=0

φ(j)(0)
j!

∫ a

ε
xj−kdx +

∫ a

ε

φ(k−1)(0)
(k− 1)!

x−1dx

=
∫ ∞

a

φ(x)
xk dx +

∫ a

ε

1
xk

(
φ(x)−

k−1

∑
j=0

φ(j)(0)
j!

xj

)
dx

−
k−2

∑
j=0

φ(j)(0)
j!(k− j− 1)

(
1

ak−j−1 −
1

εk−j−1

)
+

φ(k−1)(0)
(k− 1)!

(ln(a)− ln(ε)).

Choosing appropiately a0(ε) and aj’s one has the result.

Definition 2.4.2. The finite part of F(φ) in the sense of Hadamard is defined as

fpF(φ) := lim
ε→0

a0(ε).

Remark 2.4.3. Note that the result in Proposition 2.4.1 does not depend on
the value of a. Henceforth, we will take a = 1. Then

F.p.F(φ) =
∫ ∞

1
φ(x)x−kdx+

∫ 1

0

(
φ(x)−

k−1

∑
j=0

φ(j)(0)
j!

xj

)
x−kdx−

k−2

∑
j=0

φ(j)(0)
j!(k− j− 1)

.

(2.22)
Then, considering H(x) the Heaviside function as defined in Example 1.3.8,
it is clear that if we denote Pf[x−kH(x)] as

Pf[x−kH(x)] : D(R) → R

φ(x) 7→ 〈Pf[x−kH(x)], φ(x)〉 := F.p.F(φ) = F.p.
∫ ∞

0
φ(x)x−kdx

it defines a distribution.

Assumption 2.4.4. Let f ∈ S ′+(R) (that is, tempered distributions supported
on (0, ∞)) and assume the following Cesàro asymptotic expansion:

f (λ) ∼λ→∞

∞

∑
n=1

cnλαn +
∞

∑
j=1

bjλ
−j (C)

where αn ∈ R \Z<0 constitute a decreasing sequence, and, {cn}, {bj} se-
quences of real numbers.
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Let us first look at what this assumption means. In order to give a rigor-
ous presentation of the ideas contained in [EGBV98], we formulate the fol-
lowing definition

Definition 2.4.5. Let f ∈ D′(R). We say that f is asymptotic to ∑∞
n=0 anxn as

x → ∞ in the Cesàro sense and write

f ∼x→∞

∞

∑
n=0

anxn (C), (2.23)

if {an} is a sequence of real numbers, and we have f −∑N
n=0 anxn = OC(xN)

for any N ∈N as x → ∞.

Remark 2.4.6. Translating Assumption 2.4.4 into the language of Definition
2.4.5, we would then have that for every N = 0, 1, 2, 3 . . .

f (λ)−
N

∑
n=0

cnλαn −
[[|αN |]]

∑
j=0

bjλ
−j = OC(λ

−|αN |) as λ→ ∞ (2.24)

where [[m]] means the floor function of m. Since a distribution is said to be
OC(x−∞) if it is OC(xβ) for all β ∈ R \ Z<0, in particular, Equation (2.24)
implies that the formal distribution f (λ) − ∑∞

n=0 cnλαn − ∑∞
j=1 bjλ

−j is such
that

f (λ)−
∞

∑
n=0

cnλαn −
∞

∑
j=1

bjλ
−j = OC(λ

−∞) as λ→ ∞. (2.25)

Now we take a detour in [EKL90]. If f ∈ S ′(R) has bounded support on the
left and

f (λ) =
M

∑
n=1

bnλβn + O(λβ) as x → ∞ for some M ∈N,

with−(k + 1) > β > −(k + 2) for some k ∈N and β1 > β2 > · · · > βM > β,
then the generalized moments µj, with 0 ≤ j ≤ k are defined by

µj( f ) :=

〈(
f −

M

∑
i=1

bigi(λ)

)
, λj

〉
, (2.26)

where gj(λ) = λ
β j
+ if β j /∈ Z<0 and gj(λ) = Pf(λjH(λ)) if β j ∈ Z<0. Since

Equation (2.25) is valid under the assumption, by Theorem 1.4.10 we have
f (λ)−∑∞

n=0 cnλαn −∑∞
j=1 bjλ

−j ∈ K′(R), and then f has the parametric de-
velopment in Λ:

f (Λ·) ∼Λ→∞

∞

∑
n=1

cn(λ+Λ)αn +
∞

∑
j=1

bjλ
−jPf[(λΛ)−jH(λ)]+

∞

∑
k=0

(−1)kµkδ(k)(λ)

k!Λk+1 ,

(2.27)
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where µk = 〈 f − ∑∞
n=1 cnλαn

+ − ∑∞
j=1 bjPf[λ−jH(λ)], λk〉 are the generalised

moments, like in Equation (2.26), interpreted as

µk = 〈 f −
M

∑
n=1

cnλαn
+ −

[[|αM|]]

∑
j=1

bjPf[λ−jH(λ)], λk〉

for M large enough.

The previous remark lead us to the following theorem, which is used in
the main result of this thesis.

Theorem 2.4.7. Let f ∈ S ′ supported in [0, ∞). Then, under the Assumption
2.4.4, f has the following parametric asymptotic expansion in Λ

f (Λ·) ∼Λ→∞

∞

∑
n=1

cn(λ+Λ)αn +
∞

∑
j=1

bjλ
−jPf[(λΛ)−jH(λ)]+

∞

∑
n=0

(−1)nµnδ(n)(λ)

n!Λn+1 ,

(2.28)
where µn = 〈 f − ∑∞

n=1 cnxαn
+ − ∑∞

j=1 bjPf[x−jH(x)], xn〉 are the “generalised
moments”. So that,

〈 f , φ(tλ)〉λ ∼t↓0
∞

∑
k=1

ckt−αk−1F.p.
∫ ∞

0
λαk φ(λ)dλ (2.29)

+
∞

∑
j=1

bjtj

[
F.p.

∫ ∞

0

φ(λ)

λj dλ− φ(j−1)(0)
(j− 1)!

log t

]
+

∞

∑
n=0

µnφ(n)(0)
n!

tn.

for every φ ∈ S .

Proof. We argue the first part of the proof in Remark 2.4.6. For the second
part, we can see that taking the finite part implies letting a logarithmic term
proportional to φ(j−1)(0). This leads a loss of homogeneity in Pf[λ−jH(λ)]
failing to be homogeneous of degree −j by the logarithmic term; indeed

Pf[(Λλ)−jH(Λλ)] = Λ−jPf[λ−jH(λ)] +
(−1)jδ(j−1)(λ) log Λ

(j− 1)!Λj

The result follows comparing term-by-term between Equation (2.27) and Equa-
tion (2.29), by replacing t↔ 1/Λ.

Formula 2.29 can be used to obtain an asymptotic expansion of the spec-
tral action in the commutative case (for the canonical spectral triple), as we
will see in Section 3.4.

Remark 2.4.8. Under the conditions of Assumption 2.4.4, suppose that f (λ)
has a Cesàro expansion in falling powers of λ and suppose also that the Green
kernel Ψ(t) = 〈 f , e−tλ〉λ has an asymptotic expansion as t → 0+ without the
logt terms. Then, from Equation (2.29) it follow that bj = 0 for all j, i.e. there
are no powers which belongs to Z<0 in the exponents of the Cesàro behavior



60 Chapter 2. Spectral densities

of f . So that, the µn are the usual moments of f . Hence, Equation (2.29) is
simplified to

Ψ(t) = 〈 f , e−tλ〉λ ∼
∞

∑
k=1

ckΓ(αk + 1)t−αk−1 +
∞

∑
n=0

(−1)nµntn

m!

This case will be also useful in Section 3.4.
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Chapter 3

The spectral action and the
distributional approach

In this chapter we give an introduction to some of the main concepts of non-
commutative geometry, and in the last section we show how the results stud-
ied in Chapters 1 and 2 can be applied to this context. We start with ba-
sic prerequisites in C∗-algebras to understand the motivating example, the
canonical spectral triple, which describes a Riemannian spin manifold. Sub-
sequently, we give the definition of the spectral action and calculate the heat
expansion for the canonical spectral triple. Our aim is to show a distribu-
tional approach of the asymptotics of the spectral action based on the Cesàro
theory developed in Chapters 1 and 2.

3.1 The beginning of a story: from C∗-algebras to
Spectral Triples

We give a brief review of the theory C∗-algebras.

Definition 3.1.1. An associative algebra A is a

(i) *-algebra if it is equipped with an involution, i.e. an antilinear map (·)∗ :
A → A satisfying

for all a, b ∈ A : a∗∗ = a and (ab)∗ = b∗a∗.

(ii) Banach algebra if it is a C-algebra equipped with a norm ‖ · ‖ for which
it is complete and satisfies

for all a, b ∈ A : ‖ab‖ ≤ ‖a‖‖b‖,

(iii) A is a C∗-algebra if it is a Banach ∗-algebra that satisfies

for all a ∈ A : ‖a∗a‖ ≤ ‖a‖2.

Example 3.1.2. The algebra Mn(C) of complex n× n matrices with the norm

‖A‖ := max {‖Ax‖ : x ∈ Cn, ‖x‖ = 1}
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and equipped with the involution given by the conjugate transpose A∗ = At,
is a C∗-algebra.

Example 3.1.3. Let M be a compact Hausdorff topological space and C(M)
the algebra of continuous complex valued functions on M equipped with
pointwise multiplication

(φψ)(x) := φ(x)ψ(x)

as the algebra multiplication, complex conjugation

φ(x) := φ(x)

as the involution, and the supremum norm

‖φ‖ := sup
x∈M
|φ(x)|.

Then C(M) is a C∗-algebra.

Example 3.1.4. Let (H, 〈·, ·〉) be a Hilbert space. Then, for each bounded
linear operator T : H → H there exists a unique map T∗ : H → H such that

〈T(u), v〉 = 〈u, T∗(v)〉 for all u, v ∈ H

which is also a bounded linear operator. So, the map T → T∗ is an involution
in the algebra B(H) of linear bounded operators on H, and B(H) is a C∗-
algebra. Every closed subalgebra of B(H) is also a C∗-algebra.

Note that this last example is a generalization of Examples 3.1.2 and 3.1.3
taking H = Cn and H = L2(M) respectively. In fact, all C∗-algebras are of
the form of Example 3.1.4:

Theorem 3.1.5. (Gelfand-Naimark-Segal). Every C∗-algebra is ∗-isometric-isomorphic
to a closed subalgebra of B(H), for some Hilbert spaceH.

Definition 3.1.6. Let A be a unital commutative Banach algebra.

(i) The Gelfand spectrum of A is the set Â of all non-zero homomorphisms
(of algebras) A → C. This set can be regarded as a compact Hausdorff
topological space.1

(ii) For each x ∈ A, we define

x̂ : Â → C

φ 7→ x̂(φ) := φ(x).
1To do that, we need first to consider the topological dual space A∗ of continuous linear

functionals ψ : A → C. On A∗ we shall consider next the so-called weak∗ topology, which
is the topology of pointwise convergence on elements of A. In the light of the Example
3.1.3, if A = C(M) then A∗ is the space of complex measures on M with its standard topol-
ogy. The Banach Alaoglu Theorem states that the unit ball B1(A∗) of A∗ is compact in the
weak∗ topology. Then, the Gelfand Topology (the topology of Â) is the relative topology
determined by the inclusion Â ↪→ B1(A∗). See [GBVF01, Section 1.2] for references.
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The map

Γ : A → C(Â)
x 7→ Γ(x) := x̂

is the Gelfand transformation and is a homomorphism of Banach algebras.

This raises the question: when is the Gelfand transformation an isomor-
phism? Well, that is exactly the result we are interested in:

Theorem 3.1.7. (Gelfand-Naimark, unital case) Every C∗-algebra is ∗-isometric-
isomorphic to C(M), for some compact Hausdorff topological space M. In
fact, the Gelfand transformation

Γ : A → C(Â)

is a ∗-isometric-isomorphism of C∗-algebras.

Conversely, every compact Hausdorff topological space M is homeomor-
phic to Ĉ(M). So, we have now a duality between unital commutative C∗-
algebras and compact Hausdorff spaces, the so-called Gelfand duality. The-
orem 3.1.7 states that studying commutative C∗-algebras, in some sense, is
the same as studying “commutative” topological spaces. In the language of
categories we have a categorical equivalence.

commutative C*-algebras
(commutative)

C*-algebras

noncommutative
generalization

Gelfand duality

topological space

(general)
topological space

The first key idea of noncommutative topology is to study C∗-algebras as
generalizations of topological spaces, or in other words, noncommutative
analogues of such spaces. Also the main point of Noncommutative geometry is
to extend the same idea from topology to geometry. Although this is not pos-
sible for any Riemannian manifold, one of the contributions of Alain Connes
([Con94]) is that by enriching the structure to a Riemannian spin manifold,
this step can be achieved. The main tools for spin geometry are described in
Appendix B.

In the above correspondence, a Cartesian product of topological spaces
corresponds to the tensor product of the corresponding commutative C∗-
algebras and viceversa. This idea can be extended to noncommutative spaces
associated to noncommutative algebras.
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The second concept of noncommutative geometry is that of vector bun-
dles over differentiable manifolds. An algebraic description of these vec-
tor bundles arises naturally considering continuous sections Γ(E) of a vector
bundle E → M. The sections Γ(E) form a right module over the algebra of
functions C(M), but these are not enough to reconstruct vector bundles over
M. The key observation is that Γ(E) is a finitely generated projective module
over C(M), and even more:

Theorem 3.1.8. (Serre-Swan) The functor Γ from vector bundles over a com-
pact space M to finitely generated projective modules over C(M) is an equiv-
alence of categories.

The third and last concept is to rewrite the notion of distance between two
points in algebraic terms. The usual geodesic distance between the points x
and y in a Riemannian manifold is given by

d(x, y) = inf
∫

γ
ds

where ds2 = gijdxidxj in local coordinates with Riemannian metric g and the
infimum is taken over all paths γ from x to y. In the case of the real line with
usual metric we have then d(x, y) = |x− y|, however the distance on the real
line can also be expressed as a supremum taken over continuous derivable
functions on R

d(x, y) = sup
f∈C1(R)

{| f (x)− f (y)| : | f ′(p)| ≤ 1 for all p ∈ R}. (3.1)

The fact that one defines a distance as a supremum whereas the usual defi-
nition uses an infimum is due to the fact hat the primary objects are “observ-
ables” f rather than points x and y. The advantage of this method is that
it does not use the concept of path and thus can be generalized to algebraic
terms, as explained further.

First, for f ∈ C1(R) we associate a state ωx( f ) := f (x) to each x ∈ R,
so that a point is considered as an evaluator for observables. This is called a
state in accordance with the mathematical definition of positive linear func-
tional on an algebra, which in the above case goes from C1(R) to R. We
consider each function f as an operator acting by pointwise multiplication
on the space of square integrable functions L2(R); that is to say ( f ψ)(p) =
f (p)ψ(p) for any function ψ ∈ L2(R). Condition | f ′(p)| ≤ 1 corresponds to∥∥∥[ d

dp , f
]∥∥∥ ≤ 1 where [, ] denotes the commutator of operators and ‖ · ‖ the

operator norm. Therefore, the supremum expression can be rewritten in the
operator framework as

d(x, y) = sup
f∈C1(R)

{
|ωx( f )−ωy( f )| :

∥∥∥∥[ d
dp

, f
]∥∥∥∥ ≤ 1

}
.

Several elements introduced in Appendix B now come into play: let us
consider the (canonical) Dirac operator /D on a Riemannian spin manifold M,
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let H = L2(M, S) be the Hilbert space of square integrable spinors, with the
algebra A = C∞(M) acting on H as multiplication operators by the point-
wise product (aφ)(x) := a(x)φ(x). In this context, it is shown (see [CM08a,
Prop. 1.119] that the expression

d(x, y) = sup
a∈A
{|a(x)− a(y)| : ‖ [/D, a] ‖ ≤ 1}

corresponds to the geodesic distance. The metric gij, which is not explicitly
present in this expression, is recovered by the distance. In other terms, /D
encodes the metric of the Riemannian structure.

Consequently, a generalised notion of geometry is obtained from the Dirac
operator instead of the metric, which motivates the key notions of noncom-
mutative geometry: that of a spectral triple.

3.2 Spectral Triples

Definition 3.2.1. A spectral triple (A,H,D) consists of a Hilbert spaceH, an
involutive unital algebra A and an operator D onH such that

• A has a faithful representation as bounded operators onH,

• D : H → H is self-adjoint and has compact resolvent, and,

• for all a ∈ A, the commutator [D, a] is a bounded operator onH.

Note that we allow the algebra to be noncommutative!

Example 3.2.2. (Canonical Spectral Triple) In the case of a compact Rieman-
nian spin manifold M without boundary with vector bundle E→ M on M,

(C∞(M), L2(M, E), /D)

is a particular example of a spectral triple (see Appendix B for details). Most
of the requirements are met: C∞(M) is involutive by Example 3.1.3, which
indeed has a representation as bounded operators on H by Remark B.1.3.
The operator /D is self-adjoint and [/D, a] is bounded by Remark B.2.2.

Example 3.2.3. The triple

(Mn(C), Mn(C), 0),

where Mn(C) acts on itself by matrix multiplication, and the inner product
on Mn(C) is given by the Hilbert–Schmidt inner product:

〈A, B〉 = Tr(A∗B),

is a spectral triple.

One can confront these two examples with Examples 3.1.3 and 3.1.2 re-
spectively (with the difference that the algebra Mn(C) is represented on Cn

in Example 3.1.2 and on Mn(C) here).
Spectral triples can be further enriched:
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Definition 3.2.4. The tuple (A,H,D, Γ) is an even spectral triple if there ex-
ists an operator Γ onH with the properties

Γ∗ = Γ, Γ2 = 1, ΓD +DΓ = 0, Γa− aΓ = 0

for every a ∈ A. If such an operator does not exist, then the triple is said to
be odd.

The properties of Γ imply that H splits into the eigenspaces E± of Γ cor-
responding to the eigenvalues ±1.

Example 3.2.5. If M is an n-dimensional (n is even) Riemannian spin mani-
fold with chirality element γ (B.3), then(

C∞(M), L2(M, E), /D, γ
)

is an even spectral triple.

Remark 3.2.6. Spectral triples can be endowed with more structure. In [Con13],
A. Connes formulated eight axioms that a certain spectral triple must meet in
order to be called a noncommutative (spin) geometry. We will not cover all
of them here, since some will not be needed in the present work. Instead we
refer to [GBVF01, Ch. 10] for details. However, we should talk about what
a real structure is, because it is needed in Section 3.3 in order to mention the
Einstein-Yang-Mills Lagrangian.

According to the previous observation, it is important to highlight the
following result. The proof is very involved, which establishes a duality be-
tween commutative spectral triples and spin manifolds.

Theorem 3.2.7. (Connes’ reconstruction theorem) A commutative spectral
triple (A,H,D) satisfying the eight axioms mentioned in Remark 3.2.6 is iso-
morphic to the canonical commutative spectral triple (C∞(M), L2(M, E), /D)
from Example 3.2.2 and viceversa.2

Consequently, we have a notion of noncommutative geometry: a non-
commutative spin manifold is the object described by a noncommutative
spectral triple.

Now, as it is announced earlier, we state the following definition:

Definition 3.2.8. A real structure of KO-dimension n ∈ Z8 on a spectral triple
(A,H,D) is an anti-linear isometry J : H → H, with the property that

J2 = ε; JD = ε′D J; JΓ = ε′′ JΓ (even case)

2With spectral triple isomorphism I mean the *-algebra isomorphism A ' C∞(M) with
the differential structure constructed on the spectrum of A whenever the spectral triple sat-
isfies the eight called "axioms".
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where the numbers ε, ε′, ε′′ are functions of n (mod 8) given by

n 0 1 2 3 4 5 6 7
ε 1 1 −1 −1 −1 −1 1 1
ε′ 1 −1 1 1 1 −1 1 1
ε′′ 1 −1 1 −1

Moreover, the action of A satisfies the commutation rule

[a, b0] = 0 for all a, b ∈ A

where
b0 = Jb∗ J−1 for all b ∈ A,

and the operator D satisfies the one-order condition

[[D, a], b0] = 0 for all a, b ∈ A.

A spectral triple (A,H,D) endowed with a real structure J is called a real
spectral triple. In particular, the canonical triple defines a real even spectral
triple of KO-dimension m mod 8 with m =dim M.

Remark 3.2.9. Let us mention a few more facts about Gelfand duality. Heuris-
tically speaking, a Cartesian product of topological spaces corresponds to the
tensor product of the corresponding commutative C∗-algebras and viceversa.
It is therefore natural to consider tensor product of spectral triples, for in-
stance, with Examples 3.2.2 and 3.2.3: let A be the algebra of n × n matri-
ces with entries smooth functions on the manifold M (i.e. A = C∞(M) ⊗
Mn(C)), H the vector space of n× n matrices with entries square integrable
spinors (i.e H = L2(M, E) ⊗ Mn(C)), and D the Dirac operator /D acting
on each matrix entry. Thus, the triple (A,H,D) is the tensor product of the
canonical spectral triple and a finite-dimensional spectral triple (Mn(C), Mn(C), 0)
(i.e. the Hilbert space is finite dimensional and hence the algebra is also finite
dimensional).

A spectral triple which is the product of the canonical spectral triple and
a finite-dimensional spectral triple, so whose noncommutative structure is
finite dimensional is called an almost commutative spectral triple. They
are interpreted to describe a (commutative) geometry, together with a finite
noncommutative structure at each point.

3.3 The spectral action and the heat kernel approach
of its asymptotics

The notion of action plays an essential role in physics, for instance, the Einstein-
Hilbert action in gravity or the Yang-Mills-Higgs action in particle physics.
The spectral action offers a generalisation in the context of spectral triples,
introduced by Chamseddine and Connes in [CC97] and defined as follows:
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Definition 3.3.1. The spectral action of a spectral triple (A,H,D) is defined
by

S(D, f , Λ) := Tr ( f (D/Λ)) (3.2)

where Λ ∈ R+ plays the role of a cut-off parameter and f is positive even
function assuming f (D/Λ) is a trace-class operator.

Example 3.3.2. Taking f (x) = e−x, one has the celebrated heat kernel trace
for an elliptic pseudodifferential operator. We will discuss this example fur-
ther in the following.

3.3.1 The heat kernel expansion of the spectral action

In this subsection we use the heat kernel expansion to expand the spectral
action in Λ. The details on this subject can be found in [Gil95, Sections 1.7
and 4.8].

Let M be an n-dimensional manifold without boundary and let E be a
vector bundle over M. Assume that P : Γ(M, E) → Γ(M, E) is a generalised
Laplacian on the bundle E i.e. P is a second order elliptic differential operator
on the bundle E that locally can be written as

P = −(gµν I∂µ∂ν + Aµ∂µ + B) = −
(

∑
i,j

gij ∂2

∂xi∂xj
+ ∑

k
Ak

∂

∂xk
+ B

)
(3.3)

where I is the identity matrix, Aµ (i.e. Ak) and B are endomorphisms of the
bundle E3 and g represents the metric. For differential operators as P in (3.3),
we have the following expansion in t→ 0+, known as the heat expansion:

Tr
(

e−tP
)
∼t→0+ ∑

k≥0
t

k−n
2 ak(P), (3.4)

where n is the dimension of the manifold, Tr represents the usual trace on the
Hilbert space L2(M, E) and the coefficients of the expansion are given by

ak(P) :=
1

(4π)
n
2

∫
M

ak(x, P)
√

gdnx

with
√

gdnx given by the volume form, which clearly depends on the metric
g. The coefficients ak(x, H) are called the Seeley-DeWitt coefficients and
give geometric information of the manifold M (see [Gil95, Sections 1.7 and
4.8]).

In [Gil95, Lemma 4.8.1] is stated that for an operator of the same form
as P in Equation (3.3), there is a unique connection ∇ on E and a unique
endomorphism F of the bundle E such that

P = ∇∗∇− F (3.5)

where ∇∗∇ is the connection Laplacian of the connection ∇. We have
3See [Gil95, p. 314].
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Theorem 3.3.3. ([Gil95, Theorem 4.8.16]) For P of the form (3.5), the Seeley-
DeWitt coefficients are

ak(x, P) = 0 for k odd,

a0(x, P) =
1

(4π)n/2 TrEx(Id),

a2(x, P) =
1

(4π)n/2 TrEx

(
−R

6
Id + F

)
,

a4(x, P) =
1

360(4π)n/2 TrEx(−12Rµ
;µ + 5R2 − 2Rµν

µν

+ 2RµνρσRµνρσ − 60RF + 180F2 + 60Fµ
;µ + 30ΩµνΩµν),

...

where Ωµν is the curvature of the differential operator ∇.

We continue now with the most important result of this section:

Theorem 3.3.4. (Heat expansion of the spectral action) If D2 is of the form
(3.3), and f admits a representation as a Laplace transform of another func-
tion, then the spectral action (3.2) can be expanded as

Tr f
(
D
Λ

)
∼Λ→∞

n−2

∑
k=0

k even

Λn−kak(D2)
2 fn−k

Γ(n−k
2 )

+ an(D2) f (0)

+
∞

∑
k>n

k even

(−1)
k−n

2
( k−n

2 )!
(k− n)!

f (k−n)(0)Λn−kak(D2) (3.6)

where f j =
∫ ∞

0 f (v)vj−1dv are the moments of the function f for j > 0, and ak
as in Equation (3.4).

Proof. This proof is based on [CM08b, Theorem 1.145] with some reformula-
tion. Since the function f is even, there exists a function g such that

f (u) = g(u2). (3.7)

Writing this function as a Laplace transform of a function h

g(u) =
∫ ∞

0
e−suh(s)ds (3.8)

and therefore, the functional calculus allows us to formally write

g(tD2) =
∫ ∞

0
e−stD2

h(s)ds

with the parameter t being considered to be a small expansion parameter
(that is t → 0+). The heat-kernel expansion of the operator D2/Λ2 (where
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we take t = sΛ−2 to be the expansion variable) is

Tr e−sD2/Λ2 ∼Λ→∞

∞

∑
k=0

s
k−n

2 Λn−kak(D2). (3.9)

Formally interchanging the trace, the integral and the infinite sum, we obtain
the spectral action expanded as

Tr f
(
D
Λ

)
=

∫ ∞

0
Tr e−sD2/Λ2

h(s)ds

∼ ∑
k≥0

k even

Λn−kak(D2)
∫ ∞

0
s

k−n
2 h(s)ds as Λ→ ∞

since ak(D2) = 0 for odd k. We must then calculate the integral in three
different cases:

(i) For k = n we use∫ ∞

0
h(s)ds = lim

v→0

∫ ∞

0
e−svh(s)ds = f (0).

(ii) For even k < n, we use the fact that for α < 0 one has

sα =
1

Γ(−α)

∫ ∞

0
e−svv−α−1dv (3.10)

via the Mellin transform. Taking α = k−n
2 , multiplying both sides of

(3.10) by h(s) and integrating over s then gives∫ ∞

0
s

k−n
2 h(s)ds =

1
Γ(n−k

2 )

∫ ∞

0
v

n−k
2 −1

(∫ ∞

0
s−svh(s)ds

)
dv

=
1

Γ(n−k
2 )

∫ ∞

0
v

n−k
2 −1g(v)dv

=
2

Γ(n−k
2 )

∫ ∞

0
un−k−1 f (u)du

=
2

Γ(n−k
2 )

fn−k

using (3.7) and (3.8), substituting v = u2 and setting f j :=
∫ ∞

0 f (u)uj−1du.

(iii) Finally, for even k > n∫ ∞

0
s

k−n
2 h(s)ds = (−1)

k−n
2

∫ ∞

0
(−s)

k−n
2 h(s)ds

= (−1)
k−n

2 g(
k−n

2 )(0)

= (−1)
k−n

2
( k−n

2 )!
(k− n)!

f (k−n)(0)
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using that for even α

f (α)(0) =
α!
( α

2 )!
g(α/2)(0).

So finally we have (3.6).

Remark 3.3.5. The Einstein-Yang-Mills system illustrates an application of
the spectral action. This is the simplest possible noncommutative modifi-
cation of an ordinary 4-dimensional manifold, namely the almost noncom-
mutative spectral triple (A,H,D) obtained by the tensor product of spectral
triples in Remark (3.2.9). Instead of the operatorD, we consider the perturbed
Dirac operator DA = D + A with self-adjoint

A ∈
{

∑
j

aj[D, bj] : aj, bj ∈ A
}

(where the sums are finite). Chamseddine and Connes ([CC97]) were the first
ones to construct this triple and to calculate the spectral action, and showed
that one gets, among other terms, the Yang-Mills Lagrangian for an SU(n)-
gauge theory (see [CM08a, Section 11.4]). Thus, all the information needed to
derive the Lagrangian (L(g, A)), actually comes from the spectral triple. The
manifold M plays the role of space-time, so taking n = 4 in the asymptotic
expansion and ignoring the O(Λ−2) terms we have:

Tr f
(
D
Λ

)
= 2 f4Λ4a0(D2) + 2 f2Λ2a2(D2)

+ a4(D2) f (0) +O(Λ−2)

=
1

4π2

∫
M
L(g, A)

√
gd4x +O(Λ−2) + t.t.

where L is the Lagrangian and “t.t.” represents a topological term: propor-
tional to the Euler characteristic of M. Note that the second term 2 f2Λ2a2(D2)
recovers the Einstein-Hilbert action since it is proportional to a2(D2) in The-
orem 3.3.3.

3.4 Cesàro asymptotics of the spectral action

The asymptotic behavior (3.6) was proved for a smooth function f which is a
Laplace transform of another function h in Equation (3.8). In this section, we
use the Cesàro tools developed in Chapters 1 and 2. In Section 2.4, we dis-
cussed the small-t behavior of Green functions associated to a tempered dis-
tribution f (λ). We use here similar functions associated to an elliptic pseu-
dodiferencial operator P as announced in Remark 1.4.12. These are integral
kernels of operator-valued functions of P, of the form

Ψ(t, x, y) = 〈dP(x, y; λ), φ(tλ)〉λ,
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where φ belongs to the space S(R). From Theorem 2.3.11, we know that a
Cesàro asymptotic expansion holds for the spectral density kernel dP(x, x; λ)
similar to the one of Assumption 2.4.4. Then Ψ(t, x, x) has an ordinary asymp-
totic expansion as t→ 0+, and integrating this kernel with respect to x, yields
an asymptotic expansion for the spectral action. We consider in this case not
the assumption of f being a Laplace transform but φ being a rapid decay test
function.

Let us start with the following remark:

Remark 3.4.1. According to [Zem66, Theorem 9], a function φ is a Laplace
transform of a distribution in S ′+ (that is, tempered distributions supported
on (0, ∞)) if, and only if φ is analytic in the right half complex plane and there
exists a polynomial p with |φ(s)| ≤ p(|s|) for any s in the right half complex
plane. It would advantageous to use the Laplace transform to deduce the
behavior of Tre−tP2

from that of Tre−tP as we did in the previous section for
the spectral action. However, the function φ(x) = e−x2

does not meet the
required bound because |φ(x+ iy)| = e−x2+y2

. Therefore, the inverse Laplace
transform does not exist even as a distribution.

Hence, the Laplace transform assumption is too restrictive for our means
since it does not cover, for instance, the heat kernel case where φ(x) = e−x2

.
The important point here is that one can generalise asymptotics for the spec-
tral action in the Cesàro sense for φ ∈ S . By Remark 1.4.2, φ(x) = e−x2 ∈ S .

We have arrived at the theorem that gives its name to this work.

Theorem 3.4.2. Let (A,H,D) be the canonical spectral triple with dimM = 4.
For the generalised Laplacian P = D2 we get that

dP(x, x; λ) ∼λ→∞ c0λ + c1(x) (C)

for some coefficients c0, c1 ∈ C∞(R). Given φ ∈ S(R) we get then

Tr φ(D2/Λ2) ∼Λ→∞ c0Λ4
∫ ∞

0
dλ λφ(λ) + c2Λ2

∫ ∞

0
dλφ(λ)

+
∞

∑
n=0

(−1)nφ(n)(0)c2n+4Λ−2n.

Proof. Because of the form of the heat kernel expansion in Equation (3.4), we
have that for a generalized Laplacian it is fullfilled precisely the same case
that the one mentioned in Remark 2.4.8. If k is odd, integer multiples of 1/2
will appear as powers of λ in the spectral density, so logarithmic terms in the
heat kernel expansion are discarded. By Theorem 2.3.11,

dD2(x, x; λ) ∼λ→∞

∞

∑
n=0

a2n(x)λ1−n (C). (3.11)

Given φ ∈ S , note that, in the Cesàro sense
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∫
M

∫ ∞

0
dD2(x, x; λ)φ(λΛ−2)dλdx

=
1

2(2π)4

∫
M

∫ ∞

0

(
∞

∑
n=0

a2n(x)λ1−n

)
φ(λΛ−2)dλdx

=
1

2(2π)4

∫
M

∫ ∞

0
(a0(x)λφ(λΛ−2) + a2(x)φ(λΛ−2) + · · · )dλdx

=
Λ2

2(2π)4

∫
M

∫ ∞

0
(a0(x)νΛ2φ(ν) + a2(x)φ(ν) + · · · )dνdx

=
Λ2

2(2π)4

∫
M

∫ ∞

0
a0(x)νΛ2φ(ν)dνdx

+
Λ2

2(2π)4

∫
M

∫ ∞

0
a2(x)φ(ν)dνdx · · ·

=
Λ4

2(2π)4

∫
M

a0(x)dx
∫ ∞

0
λφ(λ)dλ

+
Λ2

2(2π)4

∫
M

a2(x)dx
∫ ∞

0
φ(λ)dλ

+
∞

∑
k=0

Λ−2k

2(2π)4

∫
M

a2k+4(x)dx
∫ ∞

0
λ−kφ(λ)dλ · · ·

where in the third equality, we made the substitution λ = Λ2ν. Since D2d

is a differential operator, its local Wodzicki residue (defined in Appendix A)
vanishes for d ∈ N, so that the Cesàro development (3.11) ends up at the
term with λ0. Then,∫

M

∫ ∞

0
dD2(x, x; λ)φ(λΛ−2)dλdx =

Λ4

2(2π)4

∫
M

a0(x)dx
∫ ∞

0
λφ(λ)dλ

+
Λ2

2(2π)4

∫
M

a2(x)dx
∫ ∞

0
φ(λ)dλ.

We plug this expression in Formula (2.29) of Theorem 2.4.7 taking t = Λ−2

to obtain for the spectral action (S(P, φ, λ)):

S(P, φ, λ) = Tr φ

(
D2

Λ2

)
=
∫

M
〈dD2(x, x; λ), φ(λΛ−2)〉λdx

∼Λ→∞ c0Λ4
∫ ∞

0
λφ(λ)dλ + c2Λ2

∫ ∞

0
φ(λ)dλ

+
∞

∑
m=0

µmφ(m)(0)
m!

Λ−2m

= c0Λ4
∫ ∞

0
λφ(λ)dλ + c2Λ2

∫ ∞

0
φ(λ)dλ

+
∞

∑
m=0

(−1)mc2m+4φ(m)(0)Λ−2m
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by choosing c2m+4 properly.
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Chapter 4

Conclusions and open questions

The aim of this work was to provide rigorous proofs for some of the formal
results included in [EGBV98], particularly in the presentation of the Cesàro
theory of distributions and its application to the distributional asymptotic
expansion of the spectral action.

To achieve this, we have introduced in Chapter 1 some useful and basic
preliminaries in the theory of distributions, innovating with the inclusion of
primitives of distributions, the Cesàro theory of distributions, the space K
of Grossman-Loupias-Stein symbols and its relationship to the above. Our
merit in that process is the original proofs we have developed and many of
the calculations omitted in the literature.

In Chapter 2, we have brought together results of some papers which
work on asymptotic analysis for spectral densities, in order to give a sturdy
support for applications we are looking for in noncommutative geometry.

Finally, in Chapter 3, we briefly introduce concepts of noncommutative
geometry to define what the spectral action is. Part of our work was the in-
terpretation of the proof of the asymptotic expansion of the spectral action
with the heat-kernel expansion, given by Connes and Marcolli in the lan-
guage of noncommutative integration [CM08b], into the standard language
of the analysis on manifolds. We give also some calculations omitted in the
original article of [EGBV98].

Here there are some of the questions that remained open after the elabo-
ration of this work:

1. Although Theorem 1.4.10 is already proved, its formal use in Chapter 2
is not rigourously justified (see equations (2.9) and (2.10)), since it was
previously proved for real-valued distributions and not with operator-
valued distributions. About the conditions that should be assumed in
order to have a rigorous proof of this fact, it is still unknown to us.

2. After conversations with professors Ricardo Estrada, Bruno Iochum
and Joseph Várilly about the formulation of Ansatz 2.3.10, we have
concluded that there is no proof of such expansion. Professor Estrada
suggests that it is possible to impose some conditions on a differential
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operator, so that its spectral density has the form of Expansion (2.20).
We still do not see them.

3. While the heat-kernel asymptotic expansion of the spectral action con-
tains coefficients with a useful meaning in physics, in the coefficients
obtained in the distributional expansion the physical meaning is still
unknown to us.

4. We saw that the heat-kernel asymptotic expansion of the spectral action
was well suited not only for the canonical spectral triple, but also for the
almost commutative spectral triples (see Remark 3.2.9), which are the
noncommutative example closest to the commutative case. One would
like to be able to apply the distributional expansion of the Spectral Ac-
tion (see 3.4.2) to the noncommutative case. To this end, one would
need to reformulate some of the results of Chapter 2 appropriately, and
to know in which cases those are valid. This is a very challenging prob-
lem to address.
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Appendix A

Pseudodifferential Operators and
Wodzicki’s Residue

In this appendix we want to give a brief presentation of the basic tools in
classical pseudodifferential operators in order to define the Wodzicki residue
by using local terms of the expansion of its symbol (integral of local expres-
sions). We follow [Gru09] and [Fed+96].

A.1 Classical elliptic pseudodifferential operators

Let U be an open subset of Rn. Given a ∈ C we denote by Sa(U) the set of
complex valued smooth functions

σ : U ×Rn → C

(x, ξ) 7→ σ(x, ξ)

satisfying the following growth condition: given any compact subset K of
U and any multi-indices α = (α1, . . . , αn) and β = (β1, . . . , βn) in Nn, there
exists a constant CK,α,β such that

‖Dα
x Dβ

ξ σ(x, ξ)‖ ≤ CK,α,β(1 + ‖ξ‖)Re(a)−|β|, (A.1)

for all x ∈ K, ξ ∈ Rn where Re(a) is the real part of a, ‖ · ‖ the norm in Rn and
|β| = β1 + · · ·+ βn. An element belonging to Sa(U) is said to be a symbol of
order a on U.

The space Sa(U) is a Fréchet space with the seminorms defined as the
least constants entering in (A.1) for each choice of α, β and K, and clearly

Sa(U) ⊆ Sa′(U) for all a′ ≥ a.

A smoothing symbol is an element of the set

S−∞(U) =
⋂

m∈N

S−m(U)

and the relation

σ ∼ σ if, and only if, σ− σ ∈ S−∞(U)
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defines an equivalence relation on Sa(U).
The leading part of the symbol σ ∈ Sa(U) is defined by

σa(x, ξ) := lim
t→∞

σ(x, tξ)
ta

whenever it exists. A symbol of order a is a classical symbol if there exist
σa−j ∈ Sa−j(U), j ∈N, such that

σ(x, ξ) ∼
∞

∑
j=0

σa−j(x, ξ)

meaning that, for each N, σ(x, ξ)−∑N
j=0 σa−j(x, ξ) ∈ Sa−N−1, and

σa−j(x, tξ) = ta−jσa−j(x, ξ) for |ξ|, |t| ≥ 1.

To each symbol σ ∈ Sa(U) one can associate a pseudodifferential opera-
tor P of order a on U, i.e. a map

P : C∞
o (U) → C∞(U)

u 7→ Pu with Pu(x) :=
∫

Rn
eix·ξσ(x, ξ)û(ξ)dξ, (A.2)

where · denote the inner product in Rn and û is the Fourier transform of the
complex valued smooth function u with compact support in U. Using the
definition of the Fourier transform, Pu can be written as

Pu(x) =
∫

Rn×U
ei(x−y)·ξσ(x, ξ)u(y)dydξ (A.3)

We can induce different types of pseudodifferential operators from the
various classes of symbols arising in Formula (A.2). For instance, a classical
pseudodifferential operator is a pseudodifferential operator whose symbol
is a classical symbol and a smoothing pseudodifferential operator is a pseu-
dodifferential operator given by a smoothing symbol. A smoothing operator
can be represented by a smooth kernel, i.e. P is smoothing if and only if there
exists K ∈ C∞(U ×U) such that for any u ∈ C∞

o (U):

Pu(x) =
∫

U
K(x, y)u(y)dy for all x ∈ U.

Also, a pseudodifferential operator P of order a is said to be elliptic if
its leading symbol σa is such that σa(x, ξ) 6= 0 for all (x, ξ) ∈ U ×Rn \ {0}.
Note that the ellipticity is not affected by adding a smoothing symbol to the
symbol of an elliptic operator.

Remark A.1.1. [Gru09, Section 8.2] The notion of a pseudodifferential op-
erator can be locally transferred to smooth manifolds in the following way:
let M be a closed oriented Riemannian manifold of dimension n, then P :
C∞(M) → C∞(M) is a pseudodifferential operator of order d on M, if for
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any local chart (U, φ) of M such that φ : U → V is a diffeomorphism of U
with an open set V in Rn, the operator P

∣∣
U defined by the diagram

C∞
o (U) P // C∞(U)

C∞
o (V)

φ∗
OO

P|U // C∞(V)

φ∗
OO

is a pseudo-differential operator of order d on V.

Following [Fed+96], let us denote by Ψd(M) the space of all classical
pseudo-differential operators of order d on M. Thus, a smoothing pseudod-
ifferential operator on M is an operator in

Ψ−∞(M) :=
⋂

m∈N

Ψ−m(M),

and there is a short exact sequence

0 // Ψ−∞(M) // Ψm(M) // Sm(M) // 0 .

There is a notion of the product of two pseudodifferential operators (see,
for instance, [Gru09] Theorem 7.13) and the space of all classical pseudodif-
ferential operators on M with integer order,

Ψ∞(M) :=
⋃

m∈Z

Ψm(M)

is an associative algebra. Let U be an arbitrary local coordinate chart of M.
Let P, Q be pseudodifferential operators on U, with total symbols σ(P), σ(Q),
respectively. Then we have

σ(PQ)− σ(P)σ(Q) ∼ ∑
|α|>0

1
α!

Dα
ξ σ(P)∂α

xσ(Q) (A.4)

according to the definition of the product of symbols in open sets of Rn

(see [Gru09, Theorem 7.13]). From this, it could be inferred that the product
of two elliptic pseudodifferential operators is an elliptic pseudodifferential
operator.

A.2 Wodzicki residue

Again let M be a closed Riemannian manifold of dimension n and U be an
arbitrary local coordinate chart. When we consider the form n-differential
form

dnx = dx1 ∧ dx2 ∧ . . . ∧ dxn

it induces an orientation of U and also induce an orientation for Rn given by
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dξ = dξ1 ∧ dξ2 ∧ . . . ∧ dξn.

The main result of this appendix given without proof (see [Fed+96] The-
orem 1.4) is the following:

Theorem A.2.1. (Wodzicki) For P ∈ Ψ∞(M), the local density wresxP de-
fined by the local formula

wresxP :=
(∫
|ξ|=1

σ−n(P)(x, ξ)dξ

)
dnx at x ∈ M

where σ−n(P)(x, ξ) denotes the homogeneous part of degree−n in the asymp-
totic expansion of the total symbol of P over {(x, ξ) : |ξ| = 1}, is independent
of the local representation of the symbol of P, so that

WResP =
∫

M
wresxP (A.5)

is well-defined, and is called the Wodzicki residue of the operator P.

Remark A.2.2. Among the many remarkable properties of the Wodzicki residue,
relevant in this work are its traciality on Ψ∞(M), i.e. WRes([P, Q]) = 0 for
any P, Q ∈ Ψ∞(M)1, locality, i.e. it can be described as an integral of local
expressions involving the symbol of the operator, and trivial in finite di-
mensions, i.e. if P ∈ Ψ∞(M) is of finite rank or its order is less than −n, then
WResP = 0.

1[P, Q] denotes the commutator operator PQ−QP.
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Appendix B

Clifford Algebras and the Dirac
operator

B.1 Clifford Algebras

This appendix is a brief introduction to spin geometry. The field of this topic
is vast and intricate. We will merely touch upon some of the most important
concepts and results without proofs. For proofs and more background see
[BGV03; LM89; GBVF01].

Definition B.1.1. Let V be a finite-dimensional R-vector space and g be a
quadratic form on V. The real Clifford algebra Cl(V, g) is the algebra gener-
ated by elements of V under multiplication · (Clifford multiplication), with
the condition

v · w + w · v = 2g(v, w) for all v, w ∈ V.

We can extend the definition of a Clifford algebra to a vector space over
the complex numbers by complexification: for a real vector space V we take

VC := V ⊗R C ' V ⊕ iV.

Then we can extend a given bilinear symmetric map g : V × V → R to
gC : VC ×VC → C by

gC(v1 + iv2, v3 + iv4) := g(v1, v3)− g(v2, v4) + i(g(v2, v3) + g(v1, v4)).

So that, using gC, we can in a similar fashion as for a real vector space,
construct a Clifford algebra Cl(VC, gC). In this case, we write Cl(V) for short.

Let {e1, e2, . . . , en} be an orthonormal basis for V (such that eiej = −ejei
and e2

i = 1 for all i, j). Then the products of the form ei1 · · · eik with k ∈ N,
1 ≤ k ≤ n, 1 ≤ i1 < · · · < ik ≤ n, form a basis of Cl(V, g). It means that any
element u of the Clifford algebra Cl(V, g) can be written as u = ∑I uIeI where
eI := ei1 · · · eik for all strictly ordered sets I = {i1 < · · · < ik} ⊆ {1, . . . , n}
and uI ∈ C for each I. With this notation, we define an inner product 〈. , . 〉 :



82 Appendix B. Clifford Algebras and the Dirac operator

Cl(V)×Cl(V)→ C by
〈u, v〉 := ∑

I
uIvI . (B.1)

In that same notation, we can make Cl(V) involutive, by defining for any
u = ∑I uIeI ∈ Cl(V):

u∗ := ∑
I

uIe!
I , (B.2)

where e!
I represents the total reversal of the order of the elements appearing

in eI .

For each Clifford algebra Cl(V) we can define a Chirality element γ that is
given in terms of an orthonormal basis {e1, ..., en} of V by

γ := (−i)me1e2 · · · en (B.3)

where n = 2m or n = 2m + 1 according to whether n is even or odd. This
definition guarantees that γ∗ = γ and γ2 = 1.

Let us present an example of the preceding concepts. Over the course
of this appendix (M, g) will denote a compact Riemannian manifold with
metric g.

Example B.1.2. Consider TpM the tangent space of M at a point p. For a chart
{(U, x)} and p ∈ U we define ∂

∂xi

∣∣
p by

∂

∂xi

∣∣
p( f ) := Di( f ◦ x−1)

∣∣
x(p)

for each f ∈ C∞(M), where Di represents the i-th derivative of a map from
Rn to R. Since {

∂

∂xi

∣∣
p : i = 1, . . . , n

}
is a basis for TpM

whose dual vectors {dxi
∣∣

p : i = 1, . . . , n} defined by

dxi∣∣
p

(
∂

∂xj

∣∣
p

)
=

∂

∂xj

∣∣
pxi = Dj(xi ◦ x−1)

∣∣
x(p)

i.e. dxi
∣∣

p

(
∂

∂xj

∣∣
p

)
= δi,j with δi,j being the Kronecker delta function, form a

basis of T∗p M. We can therefore construct a Clifford algebra Cl(T∗p M) gener-
ated by the complexifications of dxν|p modulo the Clifford algebra relation
featuring the complexification of the symmetric bilinear form using the com-
plexification of gµν(p) := g(dxµ|p, dxν|p).

Thus we can associate a complex Clifford algebra to each point of the
manifold. We write Γ(M, Cl(T∗M)) (or just Γ(Cl(T∗M))) for the space of
“Clifford algebra-valued functions”, that is for an element α ∈ Γ(Cl(T∗M))
we have α(x) ∈ Γ(Cl(T∗x M)) for each x ∈ M. Note that, as the Clifford
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algebra itself, Γ(Cl(T∗M)) is an algebra by “pointwise multiplication”: for
α, β ∈ Γ(Cl(T∗M))

(αβ)(x) := α(x)β(x) ∈ Cl(T∗x M)

i.e. αβ ∈ Γ(Cl(T∗M)) as well. In a similar way we can make Γ(Cl(T∗M))
involutive (α∗(x) := α(x)∗, where α(x)∗ is given by Equation (B.2)) and it
can be endowed with a Hermitian pairing

〈·, ·〉 : Γ(Cl(T∗M))× Γ(Cl(T∗M)) → C∞(M)

(α, β)(x) 7→ 〈α(x), β(x)〉

where 〈·, ·〉 is the inner product (B.1) on the Clifford algebra. Last, we intro-
duce a chirality element γ on Γ(Cl(T∗M)) by

γ(x) := γ

where with right hand side represents the chirality element γ on each Clifford
algebra (cf. (B.3)).

We introduce now the space of “spinor-valued functions” as follows: con-
sider the space of sections Γ(M, E) of a hermitian vector bundle E → M
which is a left C(M)-module i.e.,

( f ψ)(x) := f (x)ψ(x) ∈ Ex for all f ∈ C(M), ψ ∈ Γ(M, E)

where Ex is the fiber of x in E. From the compactness of M we infer that
elements of C(M) act as multiplication of bounded operators on Γ(M, E). We
will write Γ(E) for Γ(M, E). We assume Ex is a representation of the so called
spinc - group of Cl(T∗x M) that consists of elements that are a product of an
even number of unitary elements of Cl(T∗x M). If the dimension of M is even,
Ex splits in two irreducible representations of equal dimension (eigenspaces
of the chirality element γ with eigenvalues ±1) that are denoted by E+

x and
E−x respectively.

This C(M)-module of spinor-valued functions can be equipped with a
Hermitian pairing

(·, ·) : Γ(E)× Γ(E) → C(M)

(α, β) 7→ (α, β)(x) := 〈α, β〉Ex

where 〈·, ·〉Ex : Ex × Ex → C means the complex inner product on the spinor
representation (i.e. on the fiber Ex).

If there exists a C(M)-linear algebra homomorphism

c : Γ(Cl(T∗M))→ EndC(M)(Γ(E))

(the spin homomorphism), the elements γµ := c(dxµ) act on the spinor-
valued functions Γ(E) by (γµψ)(x) := γµ(x)ψ(x) where this latter term is
just matrix multiplication.
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Thus Γ(E) is not only a left C(M)-module, but (via the homomorphism c)
a left Γ(Cl(T∗M))-module as well. These two module structures are compat-
ible, for elements of the two different algebras commute with each other.

As from here on we will work in the smooth category, yet we write C(M),
Γ(E), Γ(Cl(T∗M)) instead of C∞(M), Γ∞(E), Γ∞(Cl(T∗M)) respectively, for
the sake of simplicity.

Remark B.1.3. On the space of smooth spinor-valued functions Γ(E) we can
define an inner product

〈·, ·〉 : Γ(E)× Γ(E) → C

(α, β) 7→ 〈α, β〉 :=
∫

M
(α, β)(x)

√
gdnx =

∫
M
〈α, β〉Ex

√
gdnx.

With the completion of Γ(E) with respect to this inner product, we get the
Hilbert space L2(M, E) which is the space of square integrable spinors on
E→ M.

B.2 Dirac Operator

There is a certain type of manifolds that allows the construction of spinor-
valued functions, these are called spin manifolds. We shall not go into what
the requirements are for such a spin manifold to exist. We do mention that
an n-dimensional compact Riemannian manifold is indeed a spin manifold as
long as it is orientable, the second Stiefel-Whitney class of E→ M vanishes ( See
e.g. [LM89], Theorem 1.7) and it is posible to define a bijective antilinear map
C : Γ(E) → Γ(E) satisfying certain conditions ([GBVF01], §9.2). Recall that
every Riemannian manifold (M, g) admits a unique Levi-Civita connection∇g.
If M is also spin, the Levi–Civita connection induces a unique Hermitian
connection∇E (spin connection) on spinors of the spinor bundle (i.e. sections
of Γ(E)) that commutes with C and satisfies the following Leibniz rule:

∇E(c(α)ψ) = c(∇gα)ψ + c(α)∇Eψ

where α ∈ Γ(Cl(M)) and ψ ∈ Γ(E).
Using the spin-homomorphism c we can construct another map ĉ : Γ(Cl(T∗M))⊗

Γ(E)→ Γ(E) defined as

ĉ(α⊗ ψ) := c(α)ψ for all α ∈ Γ(Cl(T∗M)), ψ ∈ Γ(E).

Combining ĉ and ∇E we get an operator on Γ(E):

Definition B.2.1. The Dirac operator on Γ(E) is given by

/D := iĉ ◦ ∇E, (B.4)

where we have tacitly used the embedding of Γ(T∗M) in Γ(Cl(M)).
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It is not hard to find a local expression of the Dirac operator, once you
know the one for the spin connection. However, we avoid them for being
out of our interests.

Remark B.2.2. Here are some of many remarkable properties of the Dirac
operator, relevant for this work:

1. /D is a selfadjoint operator on L2(M, E) ([GBVF01], §9.4).

2. The commutator [ /D, a] for any a ∈ C∞(M) is a bounded operator on
L2(M, E).

3. The square of the Dirac operator is

/D2 = ∆E +
1
4

R

where ∆E is the spinor Laplacian and R is the scalar curvature.
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Appendix C

Some Cesàro summations

This appendix contains some of Cesàro’s classical summation exercises, which
are intended to be both examples for a good understanding of the subject,
and a complement to a couple of examples from Chapter 2. In general, the
definition of what a convergent series is, narrows the vision of possible alter-
native ways of looking at convergence. For instance, it is well-known that

1 + x2 + x3 + · · · = 1
1− x

for |x| < 1. (C.1)

It is possible to interpret Equation (C.1) in a more general sense by removing
the restriction of the convergence interval [Har92, Page 2]. In fact, if s is the
sum of the infinite series interpreted in this formal sense, it implies that

s = 1 + x + x2 + · · · = 1 + x(1 + x + · · · ) = 1 + xs implies s =
1

1− x
.

Now, let us write x = eiθ with 0 < θ < 2π. Then, using some trigonometrical
identities

1
1− eiθ =

1

e
iθ
2 e
−iθ

2 − e
iθ
2 e

iθ
2
=

1

e
iθ
2

(
e
−iθ

2 − e
iθ
2

) =
1

e
iθ
2

(
−2i sin

(
θ
2

))
=

ie
−iθ

2

2 sin
(

θ
2

) =
i cos

(
θ
2

)
+ sin

(
θ
2

)
2 sin

(
θ
2

) =
1
2
+

i
2

cot
(

θ

2

)

so that

1 + eiθ + e2iθ + · · · = 1
1− eiθ =

1
2
+

i
2

cot
(

θ

2

)
. (C.2)

After expanding eiθ, e2iθ, . . . etc., from Equation (C.2), we can compare real
and imaginary parts and we get

1
2
+ cos θ + cos 2θ + · · · = 0. (C.3)

sin θ + sin 2θ + · · · = 1
2

cot
(

θ

2

)
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If we differentiate Equation (C.3) repeatedly an even number of times with
respect to θ, we get the series

∞

∑
n=1

n2k cos nθ = 0, k = 1, 2, . . . (C.4)

Up to this point, all the calculations we have made (in particular those
to get Equations (C.3) and (C.4)) are of a formal nature, since we have not
yet talked about conditions for convergence. What we will observe now is
that these calculations are valid, at least, in the Cesàro sense, as defined in
Chapter 1.

Using the notation of Definition 1.2.1, let A0 := 1
2 , An := 1

2 + ∑n
j=1 cos jx

for n ≥ 1. The scheme of the proof is as follows: by writing An = 1
2 ∑n

j=−n eijx

and adding up the geometric series, we will show that C1
n = A1

n
n+1 = 1

n+1 ∑n
j=0 Aj →

0 as n→ ∞ for all x 6≡ 0 mod 2π, and so

∞

∑
j=1

cos jx = −1
2

(C,1). (C.5)

Let w = eix, then

n

∑
j=−n

eijx =
n

∑
j=0

eijx +
−1

∑
j=−n

eijx =
n

∑
j=0

wj +
−1

∑
j=−n

wj =
1− wn+1

1− w
+

w−n − 1
1− w

=
w−n − wn+1

1− w
=

w−n(1− w2n+1)

1− w
=

w−n(w
2n+1

2 w
−(2n+1)

2 − w
2n+1

2 w
2n+1

2 )

w
1
2 w

−1
2 − w

1
2 w

1
2

=
w−nw

2n+1
2 (w

−(2n+1)
2 − w

2n+1
2 )

w
1
2 (w

−1
2 − w

1
2 )

=
−2i sin

(
(n + 1

2)x
)

−2i sin
( x

2

) =
sin
(
(n + 1

2)x
)

sin
( x

2

) .

Since
eijx + e−ijx

2
=

2 cos jx
2

= cos jx

then

An =
1
2

n

∑
j=−n

eijx =
sin
(
(n + 1

2)x
)

2 sin
( x

2

) =
1
2
+

n

∑
j=1

cos jx.

Again, in the notation of Definition 1.2.1,

C1
n =

A1
n

n + 1
=

1
n + 1

n

∑
j=0

Aj =
1

n + 1

n

∑
j=0

sin
(
(j + 1

2)x
)

2 sin
( x

2

) . (C.6)
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We have to show that the Cesàro mean (C.6) tends to 0 as n→ ∞.

C1
n =

1
n + 1

n

∑
j=0

sin
(
(j + 1

2)x
)

2 sin
( x

2

) ×
2 sin

( x
2

)
2 sin

( x
2

)
=

1
n + 1

n

∑
j=0

sin jx cos
( x

2

)
2 sin

( x
2

)
+ cos jx sin

( x
2

)
2 sin

( x
2

)
4 sin2 ( x

2

)
=

1
4(n + 1) sin2 ( x

2

) n

∑
j=0

[ sin jx sin x︸ ︷︷ ︸
cos jx cos x− cos(j + 1)x

+ 2 sin2
(x

2

)
︸ ︷︷ ︸

1− cos x

cos jx]

=
1

4(n + 1) sin2 ( x
2

) n

∑
j=0

[cos jx cos x− cos(j + 1)x + (1− cos x) cos jx]

=
1

4(n + 1) sin2 ( x
2

) n

∑
j=0

[cos jx− cos(j + 1)x]

=
1

4(n + 1) sin2 ( x
2

) [1− cos x + cos x− · · ·+ cos nx− cos(n + 1)x]

=
1− cos(n + 1)x
4(n + 1) sin2 ( x

2

)
=

2 sin2
(

n+1
2

)
x

4(n + 1) sin2 ( x
2

)
=

2
n + 1

sin
(

n+1
2

)
x

2 sin
( x

2

)
2

.

Moreover, for all x 6≡ 0 mod 2π we have

2
n + 1

sin
(

n+1
2

)
x

2 sin
( x

2

)
2

≤ 1
2(n + 1)

1
sin2 ( x

2

) ≤ 1
2(n + 1)

π2

l(x)2 −→ 0 (C.7)

as n → ∞ for fixed x, where l(x) is a function such as | sin x| is greater than
the absolute value of the vertical displacement of the wave (see Figure C.1).
For example, for x ∈ (0, π

2 ], sin x ≥ 2
x , and for x ∈ (π

2 , π], | sin x| ≥ 2
π |x− π|.

More generally, for kπ
2 < x < (k+1)π

2 ,

| sin x| ≥ 2
π
|x− (k + 1)π| for k ∈N.

Then, a estimation of the form 1
2(n+1)

1
sin2( x

2 )
≤ 1

2(n+1)
π2

l(x)2 where l(x) =

x
2 − (k+ 1)π exists for evey k ∈N, and for fixed x this goes to zero as n→ ∞.
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FIGURE C.1: Graph of l(x).

Finally, (C.7) shows that

∞

∑
n=1

cos nx = −1
2

(C,1).
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