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Universidad Nacional de Colombia
Facultad de Ingenieŕıa
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Chapter 1

Introduction

In this chapter, a general context of the thesis is presented. We shall see a review
of the current biological and computational developments regarding cell migrations.
Thus, this chapter is divided into the following sections: Section 1.1 where a de-
scription of the subject is presented, Section 1.2 where the problem to be solved in
this thesis is established, Section 1.3 which includes the objectives leading to the
solution of such problem, and Section 1.4 indicates the organisation of the text.

1.1 General Overview

Cell motility is a phenomenon that occurs in every stage of life. From embryonic
development (Uriu et al., 2014), to wound healing (Morales, 2007), to immune re-
sponse (Othmer, 2019), among others, where cells migrate from one place to another.
Migration is also part of phenomena of negative impact such as cancer metastasis
(Warner et al., 2019). Further, there are also spontaneous movements that do not
lead to migration but only to shape changes (Luxenburg and Zaidel-bar, 2019).
However, the knowledge about cell motility is still incomplete.

It is known that cell motility as a product of a reaccommodation of the cy-
toskeleton, specially the actin cytoskeleton. The actin cytoskeleton is composed of a
cross-linked array of actin filaments (F-actin), the polymeric form of actin (G-actin),
and associated proteins (proteins that interact with both G-actin and F-actin) (Shah
and Keren, 2013). This array is mainly located at the cell cortex, beneath the cell
membrane. At this region, there exists a constant polymerisation and depolymeri-
sation of F-actin. It also grows in a polarised fashion because one end has greater
affinity to G-actin, therefore the growth speed is faster at that end. In contrast, the
opposite end depolymerises faster. This asymmetry allows the cytoskeleton to push
the membrane in a specific direction forming protrusions (Warner et al., 2019).

The migration process can be accomplished by several mechanisms from swim-
ming to crawling (Othmer, 2019). Nonetheless, Alberts et al. (2015) pointed out
that animal cells most of the time move crawling. This mechanism can be divided
into: (Alberts et al., 2015) protrusion, attachment and traction. These can occur si-
multaneously, as in keratocytes, or in a more independent fashion, as in fibroblasts.
Protrusion is the process of pushing the membrane to new regions. Attachment
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22 CHAPTER 1. INTRODUCTION

takes place when the cytoskeleton binds to the substratum by adhesion proteins.
Finally, traction makes the rear (the not protruding edge) move forwards.

Apart from migration the actin cytoskeleton exhibits travelling waves along the
cell cortex too Allard and Mogilner (2013). These waves might be involved in explo-
ration of the environment and avoidance of obstacles. Therefore, it must be at least
another complementary mechanism to switch from travelling waves to migration and
the other way around. Such mechanism is called cell signalling.

Cells can sense different biomechanical and biochemical stimuli from the outside.
The former can be detected by deformation, osmotic shock, shear stress, external
forces, extracellular matrix stiffness, among others (Cheng et al., 2017). The later
stimuli are mainly chemotactic. Here cells can perceive differences in concentration
of some molecules, such as growth factors. These concentration gradients indicate
the migration direction, which may be either upward or downward (Chang et al.,
2003). Once cells recognised a gradient, several signalling pathways are triggered
which yield changes in the cytoskeleton (Warner et al., 2019). Lastly, Shah and
Keren (2013) reported that biomechanical phenomena may affect directly the cy-
toskeleton kinetics. For example, reaction rates can be dependent on the stresses,
which further complicates the dynamics.

The knowledge about cell migration has been realised mainly by experimental
means. For example, several techniques have been developed for cell tracking (Chang
et al., 2003; Jeong et al., 2019; Ojima et al., 2012; Piltti et al., 2018; Vu et al., 2019),
force measurement (Ting et al., 2012), protein activity (Jung et al., 2011), among
others. However, in the last decades researches have also explored mathematical
models, which can be classified as continuous and discrete. The former models
describe cells as a continuum medium, i.e., they quantify cell density. Contrarily,
the later models describe each cell as a separate entity.

In continuum medium, cell density dynamics is generally represented by equa-
tions with reaction, diffusion or convective terms. For example, (Murray, 2002,
2003) described some chemotactic models with reaction-diffusion equations where
the cell density rate was dependent on the Laplacian of some attractive agent.

Discrete models can further be classified as: models with extracellular interac-
tions, (ii) models with intracellular interactions, and (iii) models with both extra
and intracellular interactions. Harris (2017); Zhao et al. (2017) introduced models
with extracellular interactions. Harris (2017) modelled the formation of cell clusters
using a diffusive chemotactic signal emitted by each cell. Here, cell where modelled
as particles. Zhao et al. (2017) introduced the Dynamic Cellular Finite-element
Method (DyCelFEM) which accounts for individual and collective cell migration
triggered by chemotaxis. This model includes cell proliferation, chemotaxis and
mechanical deformation and was able to simulate wound healing.

Alt and Tranquillo (1995) introduced a model with intracellular interactions.
They considered a reaction-convection system to describe the G- and F-actin dy-
namics and a friction, protrusion, retraction, superficial tension and shear force bal-
ance to describe the mechanical behaviour. They obtained autonomous travelling
waves in a polar-coordinate framework.

The last group of mathematical models includes (but is not limited to) the works
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in (Fuhrmann et al., 2007; Séguis et al., 2012; Stéphanou and Tracqui, 2002). Séguis
et al. (2012) introduced a chemotactic model with rigid bodies. They considered
substrate forces by applying the Stokes equation assuming low Reynolds’ numbers.
Stéphanou and Tracqui (2002) extended the model by Alt and Tranquillo (1995)
including intercellular interactions, a chemotactic environment and substrate resis-
tance. Fuhrmann et al. (2007) introduced a model that takes the end and direction
of actin fillaments as variables. Their model exposed polarisation starting from a
not polarised state. Based on their results, they also suggested that the amount of
mechanisms able to trigger migration does not affect the occurrence of movement,
but does affect its robustness.

The above mentioned models deal with either or both chemical reaction kinetic
and mass transport systems and mechanical systems. Allard and Mogilner (2013);
Bhattacharya and Iglesias (2016) argued that the chemical reaction kinetics may be
modelled as excitable systems. For example, systems with multiple steady states
where perturbations might lead to a jump from one steady state to another (Seydel,
2010). This type of response can be appropriate to describe behavioural changes
such as polarisation.

Mori et al. (2008) introduced an excitable system to model cell polarisation. It
considers the activation and deactivation of a Rho protein in a one-dimensional do-
main. The model shows the following fundamental properties: (i) it can evolve into
a polarised state from a homogeneous state due to external perturbations; (ii) once
the external stimulus is gone it conserves the polarisation; however (iii) under the
presence of other external stimulus it can change the polarisation orientation; and
(iv) by directly perturbing the homogeneous steady state, provided that the pertur-
bation is above some threshold, it can adopt a polarised state. Mori et al. (2008)
indicated that the keys of their model are: (i) mass conservation, (ii) difference
between the diffusion coefficients and (iii) bistability of the reactive terms. These
properties allow the system to develop a travelling wave whose velocity becomes zero
within the domain. Camley et al. (2017) extended the model by coupling a biome-
chanical system in a two-dimensional framework. They found a direct connection
between the wave-pinning response and the domain shape. Cusseddu et al. (2019)
also extended the model to two and three dimensions and proved that bistability
and polarisation also apply in these dimensions.

On the other hand, Goehring and Grill (2013); Meinhardt (1999) suggested that
the kinetics may be described by Turing instabilities. In this case, spatial stable
patterns evolve in the domain. This mechanism was first explained in (Turing,
1952) and has been widely implemented in biology (Rodrigues et al., 2014). Some
examples of systems that can have Turing instabilities are the works presented in
(Gierer and Meinhardt, 1972; Schnakenberg, 1979; Sel’kov, 1968) which have also
been tested and analysed with heterogeneous parameters as in (Garzón-Alvarado
et al., 2012; Page et al., 2003, 2005).

The main advantage of Turing instabilities is the possibility to develop a highly
polarised state even from small perturbations. This could account for signalling am-
plification on the cell membrane, a key stage of cell polarisation. Meinhardt (1999)
introduced a model for cell migration able to adapt to external cues and to intensify
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such cues. The adaptation is accomplished by a space-dependent parameter which
varies according to some external signal and the cue intensification is driven by the
Turing instability mechanism. This model has been implemented and coupled to
mechanical systems in other works, for example (Campbell et al., 2017; Elliott et al.,
2012; Neilson et al., 2011). They all applied the model on evolving hypersurfaces.
Neilson et al. (2011) implemented it in a two-dimensional, Campbell et al. (2017) in
a three-dimensional and Elliott et al. (2012) in both a two- and a three-dimensional
evolving hypersurfaces. In the works (Elliott et al., 2012; Neilson et al., 2011) the
authors defined a chemotactic signal with noise and defined normal forces propor-
tional to the concentration of the reactants. In both works the cells exhibited a
directional movement with competing protrusions. In (Campbell et al., 2017) a
completely noisy signal was used and the cells showed some directional movement.
These works then demonstrate the ability of Meinhardt’s model to reproduce the
required cell polarisation for migration.

However, Meinhardt’s model as well as the wave-pinning do not offer a biolog-
ically real representation of the dynamics of cell polarisation since their variables
are not directly motivated by molecular species (Othmer, 2019). From this point
of view works as the presented in (Cheng and Othmer, 2016; Holmes et al., 2017)
are more realistic. Cheng and Othmer (2016) introduced a completely biologically
motivated model to simulate the polarisation signalling pathway from the activa-
tion of the receptors to the activation of RAS proteins. This model was rigorously
compared with experimental results and showed great consistency. However, it is
much more computationally expensive. For its part, Holmes et al. (2017) proposed
two competing proteins, Rac1 and RhoA. The former promoting protrusion and the
latter contraction. The model successfully expressed polarisation and adaptation.
Nonetheless, it does not include spatial effects and the activation and deactivation
of poles are binary.

Regarding the momentum equation, all the above mentioned models but the
presented in (Alt and Tranquillo, 1995; Stéphanou and Tracqui, 2002), considered
protrusion forces only on the membrane. Alt and Tranquillo (1995); Stéphanou and
Tracqui (2002) also considered forces on the membrane but as hydrostatic effects.
Since protrusions are consequence of F-actin growth and their adhesion to the sub-
stratum, it would be interesting to apply the forces within the cytoskeleton. Further,
the membrane tension is often used as a volume (or area) control variable.

Due to the complexity of these models they are generally solved numerically.
However, the numerical solution is also nontrivial. The methods have to be able
to capture the effects on the evolving variables of a moving domain. Additionally,
they also have to deal with mesh quality issues. Further, since cell polarisation
first occurs on the membrane, methods able to solve PDEs on evolving surfaces
are essential. Finite element theory on solving PDEs on evolving surfaces can be
found in (Barrett et al., 2020; Dziuk and Elliott, 2007, 2013). In the seminal work
by Dziuk and Elliott (2007) the evolving-surface finite element method (ESFEM)
was formulated. From then on, it has been implemented to solve PDEs on evolving
surfaces as in (Barreira et al., 2011; Elliott et al., 2012; Elliott and Styles, 2012;
Frittelli et al., 2018). Other works have implemented Eulerian approximations, such
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as in (Campbell et al., 2017) by means of finite-difference schemes, and arbitrary
Lagrangian Eulerian approximations have also been formulated, such as in (Neilson
et al., 2011) by using level set methods and the surface finite element method.

Finally, to deal with mesh quality issues there are three techniques: remesh-
ing schemes, smoothing algorithm and adaptive moving mesh methods. The first
is based on building a whole new mesh to better discretise the domain when the
mesh is too distorted. This method requires meshing techniques, as the reported in
(Engwirda, 2005, 2014), and generally a mapping of the variables. Smoothing algo-
rithms refer to improving mesh quality by reorganising the nodes, as the introduced
in (Durand et al., 2019). They are usually iterative and required numerical methods
able to take into account artificial mesh movement. Finally, adaptive moving mesh
methods also improve mesh quality by reorganising the nodes but this reorganisa-
tion also includes targeting areas of refinement, see for example (Mackenzie et al.,
2019).

1.2 Why this Research

Undoubtedly, cell migration is an ubiquitous in biology. However, the number of
factors simultaneously interacting make it complex and difficult to characterise. In
addition, setting up in vitro or in vivo experiments is usually expensive and comes
with an ethical constrain. It is therefore desired that in the future mathematical
models will be able to accurately describe biological phenomena, just as the perfor-
mance of complete machines can be tested in silico nowadays. Such advance would
benefit significantly our understanding of biology and reduce the usage of animals
in experiments. In particular, the reduction of animals in experiments is of highly
interest to deal with ethical concerns; nowadays many animals are used in experi-
ments in vivo and in vitro, where extraction of their cells is required. Thus, willing
to shed light in different cell motility phenomena such as mitosis, cancer metastasis,
cell migration, cell proliferation, among others, in this project, a computational tool
able to mimic cell motility, for instance, chemotactic cell migration, is constructed.
Mathematically, this thesis deals with the following problem: to build a computa-
tional tool able to simulate evolving domains where there are biomechanical and
biochemical interactions on the surface and in the bulk, hence potentially able to
predict cell migration.

1.3 Objectives

1.3.1 General

To simulate and imitate by finite elements the process of cell migration due to
chemotaxis of an eukaryotic cell.
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1.3.2 Specific

• To formulate a mathematical model coupling the biochemical and biomechan-
ical interactions during cell migration.

• To implement the previous model.

• To verify the biological plausability.

1.4 Thesis Organisation

To address the above objectives, we shall see in Chapter 2 a brief description of
the biological theory focusing on the dynamics of the cytoskeleton and the signalling
pathways involved in cell migration. In Chapter 3 the mathematical models and the
numerical methods are presented as well as the results obtained. Finally, Chapter 4
comprises the conclusions of this dissertation and the future work.



Chapter 2

Biological Description

In this chapter, a brief description of the biological theory is presented. The
objective here is to understand the biological phenomena so that they can be prop-
erly modelled. As will be seen, the dynamics for cell migration is very complex,
therefore it is essential to identify key features to build a simple but still robust
mathematical model. This section is organised as follows, in Section 2.1 we shall see
the general parts of an eukaryotic cell, namely the membrane, the cytoplasm, and
the nucleus, as well as the composition of the cytoskeleton which provides mechan-
ical properties to the cell. Section 2.2 introduces the most relevant components of
the actin cytoskeleton and how they interact and lead to protrusion and contraction.
In Section 2.3 the signalling pathways that control cell polarisation and therefore
the actin dynamics will be described. The interested reader is referred to (Alberts
et al., 2015; Lodish et al., 2016; Ridley et al., 2003)

2.1 Basic Aspects

Cells are considered the unit of life. They can constitute a whole organism,
e.g. paramecium, or be part of one, e.g. animal cells. The former can be either
prokaryotic (less advanced cells as bacteria) or eukaryotic (more advanced cells as
animal cells) while the latter can only be eukaryotic. Whereas eukaryotes have clear
separated domains, e.g. nucleus and cytoplasm, prokaryotes do not. Although they
both show a wide diversity of moving mechanisms, from crawling to swimming to
flagellar movement, prokaryotes commonly use flagellar (Jarrell and McBride, 2008)
while most eukaryotes prefer crawling (Alberts et al., 2015).

For this exposition let us consider the following domains of a eukaryotic cell:
the plasma membrane, the cytoplasm and the nucleus (see Fig. 2.1). The first
separates the cell from the environment. It is mainly made up of a lipid bilayer
which commonly comprises phospholipids (Alberts et al., 2015). These are molecules
with a hydrophobic and a hydrophilic domain, respectively, the tail and the head.
The tail consists of two fatty acids while the head is a phosphate group. In each
layer, the phosphate groups are in contact with other phosphates and all the tails
are pointing in the same direction, then the hyrophobic and hydrophilic domains

27
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are conserved. In the bilayer, the two layers are in contact by their hydrophobic
domains. Therefore the phosphate groups are exposed to either the intracellular or
the extracellular environment (see box 1 in Fig. 2.1). The plasma membrane also
contains other molecules, such as proteins, that allow the interaction between the
cell and the environment.

Figure 2.1: Schematic representation of cell domains. Box 1 is a closer look to the
plasma membrane, it shows the organisation of the lipid bilayer and some membrane
proteins. Box 2 is a closer look to the actin cytoskeleton that illustrates actin network
as the interaction of F-actin with some associated proteins that fuel protrusion. In
contrast, box 3 is also a closer look to the actin cytoskeleton however here F-actin
is interacting with myosin which triggers contractility.

The cytoplasm comprises what is in between the cell membrane and the nu-
clear envelope (another lipid bilayer that surrounds the nucleus). It then comprises
organelles, such as mitochondria, as well as not bounded structures, such as the cy-
toskeleton (Lodish et al., 2016). In particular, the cytoskeleton provides mechanical
properties and topological organisation (Alberts et al., 2015).

The cytoskeleton is mainly composed by three families of molecules: micro-
tubules, intermediate filaments and actin filaments (F-actin). The first control or-
ganelle organisation, serve as paths for intracellular transport, and help during cell
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division. The second are responsible of mechanical strength. The third regulate
shape and locomotion (Alberts et al., 2015). In Fig. 2.1 a schematic representation
of the F-actin network is shown. Boxes 2 and 3 show these filaments as the poly-
merisation of several monomeric actin molecules and their interaction with some
associated proteins.

In the figure the upper part (front) of the cell has a denser actin network than
the lower part (rear). In migrating cells such polarisation might be a consequence of
signalling pathways controlled by the RhoGTPase family of proteins. This organi-
sation of the actin network is what allows cell locomotion. At the front protrusions
grow while at the rear the cell contracts.

2.2 Actin Cytoskeleton

The actin cytoskeleton is formed by actin filaments. They have a diameter
around 7 nm and can be long up to micrometer scale (Cooper, 2000). Additionally,
they interact with each other and several associated proteins to form more complex
structures such as webs and bundles (Alberts et al., 2015).

The filaments alone have a constant polymerisation and depolymerisation state
at both ends. However, each end has a different affinity to G-actin. The most affine
end is known as barbed or plus whereas the other end is called pointed or minus
(Lehtimäki et al., 2016). At the barbed end the polymerisation rate of G-actin is
higher. Analogously, depolymerisation of F-actin is faster at the pointed end. This
asymmetry allows the filaments to move by treadmilling which is the phenomenon
of growing at the barbed end and decreasing at the pointed end at almost the same
rate that simulates filament translation, as illustrated in Fig. 2.2.

The dynamics of the actin network also includes a wide variety of accessory
proteins. They can help to nucleate, form branches, stabilise or destabilise the actin
network. In general they modify actin dynamics. See, for example, box 2 in Fig. 2.1.
In the figure, three of these proteins are illustrated.

The complex Arp2/3 enhances the nucleation of new filaments as daughters of
existing filaments. Alone, it is a very unstable process due to the constant polymeri-
sation and depolymerisation. In fact, many times it fails. Arp2/3 forms at existing
filaments and then recruit several actin monomers allowing a rapid elongation of
the barbed end (Alberts et al., 2015). Other nucleating proteins, e.g., formins act
directly on the barbed end. Proteins like filamins provide cross-linking between
filaments which generates stable gel-like webs (Ridley et al., 2003).

Other proteins, like cappings, bind to the ends of the filaments and disable both
polymerisation and depolymerisation, i.e. they stabilise the filaments (Lehtimäki
et al., 2016). On the other hand, there are also proteins that promote depolymerisa-
tion, e.g. coffilins. They are crucial to restock actin monomers that might be needed
elsewhere (Lehtimäki et al., 2016). Box 2 in Fig. 2.1 also shows integrins, adhesion
clusters that connect the cytoskeleton to the substratum which is crucial to generate
protrusive forces. Without anchoring points it would not be possible to create forces,
for instance, without them, actin filaments would not be able to push the membrane
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Figure 2.2: Treadmilling scheme. As the filament grows at the barbed end it also
decreases at the pointed end.

Figure 2.3: Schematic representation of cell-cell and cell-substrate junctions.

as they grow, instead they would be pushed back, a phenomenon called retrograde
flow (Goehring and Grill, 2013). Apart from integrin-mediated junctions there are
also other types of junctions, in particular, cadherin-mediated junctions usually
serve to communicate two cells by binding to each of their cytoskeleton, a schematic
representation of these two type of interactions, cell-substrate and cell-cell junctions
is presented in Fig. 2.3. Box 3 in Fig. 2.1 shows the interaction between F-actin
and myosin proteins. These are motor proteins that can jump from one actin sub-
unit to another (Alberts et al., 2015). Since they are attached to a mother filament
their jumping produces the translation of actin filaments in the opposite direction
of the jump. They are crucial in cell contraction at the rear edge (Lehtimäki et al.,
2016). With such machinery cells are able to modify their cytoskeleton, protrude
and contract in multiple ways.

The protruding structures can be classified by their dimensional nature into:
filopodia, lamellipodia and invadopodia (Alberts et al., 2015). Filopodia are one-
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Figure 2.4: Flow of information from extracellular cues to proteins. Cell receptors
receive and interpret external cues, downstream transcription takes place in the
nucleus, i.e. an RNA chain is form from a DNA strand, latter, such RNA chain
leaves the nucleus and reaches a ribosome where it is translated into a protein which
may act within the cell or in the extracellular environment.

dimensional structures composed of long and parallel actin-filament bundles, gener-
ally 0.1 to 0.3 µm in diameter and up to 10µm long, which serve as sensory organs
(Lehtimäki et al., 2016). Lamellipodia are two-dimensional actin-filament-branched
networks, 100nm- to 160nm-high sheet-like protrusions, which serve to sense migra-
tion cues (Lehtimäki et al., 2016). Lastly, invadopodia, and also posodomes, are
three-dimensional structures which can penetrate the extracellular matrix by means
of degradation agents (Lehtimäki et al., 2016).

In two-dimensional migration lamellipodia are a key structure. They are formed
by a dense branched network of actin filaments with barbed ends pointing towards
the plasma membrane. Further, beneath the membrane, the machinery activates
growth-driving actin-associated proteins and also deactivates the growth-inhibiting
ones (Lehtimäki et al., 2016). We shall take a closer look at the signalling pathways
activated in the next section.

2.3 Signalling and Polarisation

Let us begin by understanding how the information flows within and outside the
cell. A schematic of that is presented in Fig. 2.4. In general, cells sense external
biochemical and biomechanical cues. In directed migration cells usually follow gra-
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dients, for example in chemotaxis they follow biochemical gradients and in durotaxis
they follow biomehcanical gradients. These external cues trigger a change on the
activity of the receptors leading to a downstream activation of the transcription in
the nucleus which consists on the formation of an RNA chain from a DNA. The
RNA then goes to the cytoplasm and after meeting a ribosome it is translated into
amino acids that compose a protein. Finally, the protein goes to where it is required
which can be within or outside the cell (Alberts et al., 2015). Although it sounds
simple, within the cell there are lots of interconnected signalling networks with both
positive and negative loops that make it very complex. Although it sounds simple,
within the cell there are lots of interconnected signalling networks with both positive
and negative loops that make it very complex, leading to, for example, amplified
responses (Ridley et al., 2003).

The ability of cells to sense and amplify a signal allows them to change the
cytoskeleton dynamics to protrude and retract in the direction indicated by strong
or mild signal. This process translates into movement. In the literature, there are
several biological models trying to explain how this machinery works, for example
the model described in (Ridley et al., 2003). However, some of the mechanisms
involved are not completely understood and vary with cell types. Hence, in this
section we will review some particular pathways and proteins associated with cell
migration, specially lamellipodium-driven two-dimensional migration.

Let us start with the sensing step. Cells migrate following different types of
external stimuli, for example chemical gradients and substrate rigidity (Krause and
Gautreau, 2014). The process of responding to chemical gradients is known as
chemotaxis and is first activated at the membrane by means of G-protein-coupled
receptors (GPCRs) (Cotton and Claing, 2009). The G protein or GTP-binding
protein is attached to the plasma membrane and comprises three subunits: α, β
and γ. If the protein is inactive the α subunit holds a GDP bound and the three
subunits remain toghether. In contrast, when the protien is activated the α subunit
exchanges the GDP for a GTP bound and separates from the β−γ subunits (Alberts
et al., 2015). The switch between the inactive and the active states is triggered by
the binding of an extracellular molecule to the receptor which changes its form and
allows the α subunit to release the GDP bound. Once GPCRs are activated they
upregulate guanine nucleotide exchange factors (GEFs) of the RhoGTPase family
(RhoGEFs) (Cotton and Claing, 2009).

The RhoGTPase family of proteins is known to control the activity of the actin
cytoskeleton (Alberts et al., 2015; Cotton and Claing, 2009; Devreotes and Hor-
witz, 2015; Ridley, 2015; Ridley et al., 2003; Welf and Haugh, 2011). In particu-
lar, RhoA, Rac1 and Cdc42 have received much attention. Rac1 and Cdc42 act on
WASP/WAVE-family members which activate nucleation promoting factors (NPFs),
such as the Arp2/3 complex, downstream, inducing the branching and growth of
the actin-filament network (Steffen et al., 2016). They also downregulate the cofilin
activity by acting on p21-activated kinases (PAKs) which in turn phosphorylate
LIM kinases (LIMKs) that inhibit cofilins (Devreotes and Horwitz, 2015). Further,
WASP/WAVE-family members might also regulate Rac1 and Cdc42 by activating
GEFs and GTPase-activating proteins (GAPs) thereupon creating positive and neg-
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ative loops (Ridley et al., 2003).

RhoA, in contrast, has an antagonist role with respect to Rac1 and Cdc42.
The former is more localised at the rear while the latter is more localised at the
front. Additionally, RhoA is highly related to the tail retraction and not very
important for membrane protrusion (Salloum et al., 2020). RhoA is involved in
Rho/ROCK signalling pathways that promote actomyosin contractility, lamellipodia
inhibition and the turnover of focal adhesions (Ridley, 2015). Although RhoA is
related to contractility and Rac1 and Cdc42 are related to protrusion, RhoA is
involved in protruding pathways at the leading edge (Ridley, 2015) and Rac1 and
Cdc42 contributes to contractile pathways at the rear (Devreotes and Horwitz, 2015).

Apart from the RhoGTPase family members, phosphatidylinositol (3, 4, 5) -
trisphosphate (PIP3) and phosphatase and tensin homolog (PTEN) activities are
also present during cell migration. In fact, they are thought to establish a pos-
sible gradient amplifier pathway (Ridley et al., 2003; Welf and Haugh, 2011). In
migrating cells, PIP3 rapidly accumulates at the front while PTEN goes to the
rear. However, it is neither clear how this occurs nor how their activity affects the
cytoskeleton dynamics (Devreotes and Horwitz, 2015). Nonetheless, Ridley et al.
(2003) proposed a feedback loop between PIP3 and Rac1: Rac1 activates the phos-
phoinositide 3-kinases (PI3Ks) at the plasma membrane which in turn upregulates
PIP3; then, PIP3 products activate Rac1GEFs which upregulates Rac1. Addition-
ally, PIP3 might also enhance integrin-mediated adhesions at the leading edge which
also promotes Rac1 (Ridley et al., 2003).

Last but not least, focal adhesions play an important role, not only because of
their mechanical properties but also as signalling intensifiers. At the leading edge,
they form a feedback loop with Rac proteins (Ridley, 2015) and regulate myosin II
activity by RhoGTPases (Devreotes and Horwitz, 2015). Integrins are the better
understood adhesions, they are transmembrane proteins with an α and a β subunits.
Each subunit has an extracellular and an intracellular domain which allow the inter-
actions between the extracellular matrix (ECM) and the cytoskeleton. Activation
of integrins, by ligands, is then followed by the formation of integrin clusters, es-
tablishing a signalling centre connected to the actin dynamics (Calderwood et al.,
2013). Finally, they are preferentially activated at the leading edge providing solid
traction points (Ridley et al., 2003). As protrusions grow the activity of myosin II
increases which promotes their disassembly. In addition, in highly attaching cells,
such as fibroblasts, the increased tension at the rear might open calcium channels
which in turn might favor the dissasembly (Ridley et al., 2003).

2.4 Key Features

As can be seen, the migration machinery is very complex. However, an initial
model can be constructed such that it reproduces the following key features: (i)
membrane and cytosolic polarisation (the latter as a downstream effect of the former)
and (ii) mechanical response as a result of the actin dynamics. The first feature then
encompasses the biochemical dynamics of the actin cytoskeleton while the second
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refers to the process of protrusion, attachment and contraction.



Chapter 3

Modelling and Simulation of Cell
Migration

3.1 Introduction

Cell migration is an ubiquitous process in life, it can seen at the very beginning,
e.g. embryonic development (Uriu et al., 2014), as well as at the very end, e.g. can-
cer metastasis (Warner et al., 2019). Cells utilise a wide diversity of mechanisms to
move, e.g. leukocytes move by pushing their membrane (crawling) and spermatozoa
make their flagellum oscillate. Nonetheless, most animal cells particularly prefer
crawling (Alberts et al., 2015) which is a three-step process: protrusion, attach-
ment, and traction. Cells need to be constantly modifying their cytoskeleton to be
able to accomplish such process. In addition, in many situations, this modification
is a response of external cues which trigger different signalling pathways. Thus,
cell migration is a complex process involving both biochemical and biomechanical
interactions.

Due to that complexity, this phenomenon has attracted engineering and mathe-
maticians willing to shed light on the underlying mechanisms providing consistent
models, deep mathematical analysis, and robust numerical methods. The mathe-
matical models require the formulation of biochemical and biomechanical systems.
For the former, excitable (Mori et al., 2008) and Turing (Meinhardt, 1999) systems
have been proposed, both showing amplification of small cues and ability to reorient
after a change of the signal source location. Regarding the latter, most of the previ-
ous works have considered viscous and elastic material behaviours within the bulk
(Baaijens et al., 2005; George et al., 2013; Preziosi and Tosin, 2009) with tension and
bending on the membrane (Campbell et al., 2017; Elliott et al., 2012; Neilson et al.,
2011). In addition, this to systems are usually couple by defining a biomechanical
term dependent on a biochemical variable as in (Madzvamuse and George, 2013).

In this chapter, we model two-dimensional cell migration which is an idealisation
of the real three-dimensional movement; however, in vitro motility is usually consider
a two-dimensional phenomenon. We assume that the cell is only composed of its
cytoplasm, that it deforms elastically and that, due to the reaccomodation of the

35
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cytoskeleton, no elastic energy is accumulated, as previously done in (Zhao et al.,
2017). In addition, we consider membrane tension on the boundary and a thermal-
like force leading expansion/contraction driven by the balance between the area
change and the state of a biochemical variable. Thus, we take into account the
formation of protrusions due to the accumulation of F-actin and the contraction of
the cell. Finally, we also assume that the polarisation of the cell is driven by a Turing
system and therefore apply the Meinhardt (1999) model for cell polarisation on the
membrane and a linear diffusion-depletion system in the cytoplasm to capture the
downstream effect of the membrane polarisation.

As a result, we implement a computational framework that mimics the following
fundamental migration properties: (i) random and chemotactic membrane polari-
sation, (ii) downstream polarisation, and (iii) actin-dependent protrusion. For the
numerical solution we use finite element methods and Euler schemes, two mesh
smoothing techniques and a remeshing algorithm. An extension of de Boor (1973)
algorithm is presented to equidistribute the surface mesh, the Durand et al. (2019)
method is utilised to smooth the bulk elements, and the remeshing scheme is an
application of the toolbox presented in (Engwirda, 2005, 2014).

3.2 Mathematical Model

Let us assume that the cell we want to mimic is moving in a flat surface and that
the movement is essentially a two-dimensional, as occurs in in vitro experiments. We
can thereupon consider a two-dimensional evolving domain Ω(t) ∈ R2 × [0, T ] with
boundary Γ(t) being a two-dimensional evolving hypersurface. Here we will not take
into account the nucleus and the whole intracellular environment Ω(t) will represent
the cytoplasm. Obviously, Γ(t) will represent the plasma membrane. On Γ(t) we will
model the signal amplification applying the model of Meinhardt (1999) whose un-
derlying mechanism is Turing instability. Therefore, we assume that the interaction
between membrane proteins as GPCR’s and a binding molecules as growth factors
that leads to polarised states responds to a Turing mechanism. In Ω(t) we will model
the actin-cytoskeleton dynamics by considering a linear diffusion-depletion system.
The plasma-membrane dynamics will be independent of the one in the cytoplasm
while the boundary conditions for the intracellular system will be proportional to
the concentration on the membrane. Thus, instead of directly representing every
molecule within the cell, our model mimics the general dynamics on the plasma
membrane and within the cell. Finally, we will include elastic deformation as a
response of: the actin-cytoskeleton dynamics, the area evolution and the curvature
of the plasma membrane.

3.2.1 Plasma-membrane system

First we shall see the mechanism that drives polarisation which initially occurs
on the plasma membrane (Cheng and Othmer, 2016). Assuming that Turing in-
stabilities drive polarisation, the Meinhardt (1999) model for cell orientation is an
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Figure 3.1: Schematic representation of the tangential gradient. Γ is a two-
dimensional surface whose neighbourhood is represented by NΓ. The tangential
gradient operator ∇Γ is the projection of the gradient operator ∇ on an extension
of Γ.

appropriate choice. This is a reaction-diffusion system with three variables, namely,
a1 (an autocatalytic activator), a2 (a global inhibitor) and a3 (a local inhibitor). Al-
though these variables do not represent specific proteins, the response of the system
mimics the general interaction of those molecules. Here, we therefore derive the
reaction-diffusion equation on an evolving surface and set the mentioned model.

3.2.1.1 Derivation of the reaction-diffusion equation on an evolving sur-
face

Let us start with a given set of w ∈ N species ak, k = 1, ..., w whose dynamics
follow a reaction-diffusion behaviour on an evolving surface Γ(t). The mass conser-
vation law for the kth species on a portion R(t) ⊂ Γ(t) then includes the net flux
across the boundary qk and the reaction rates fk(a), a = [a1, ..., aw]>. That is:

d

dt

∫
R(t)

ak = −
∫
∂R(t)

qk · µ+

∫
R(t)

fk(a), (3.1)

where µ is the outward conormal unit vector to ∂R(t). Following Green’s theorem
as presented in (Dziuk and Elliott, 2013), the net flux can be rewritten as:

−
∫
∂R(t)

qk · µ = −
∫
R(t)

∇Γ(t) · qk, (3.2)

where ∇Γ(t) is the tangential gradient operator. Fig. 3.1 illustrates a schematic
representation of this operator which is the projection of the gradient operator on
Γ, in other words ∇Γf is given by ∇f̃ − (∇f̃ · n)n (where f̃ is any differentiable
extension of f in NΓ and n is the unit normal vector to Γ). For further details
about the tangential gradient operator see (Barreira et al., 2011; Barrett et al.,
2020; Dziuk and Elliott, 2007, 2013; Frittelli et al., 2018). The Reynolds transport



38 CHAPTER 3. MODELLING AND SIMULATION OF CELL MIGRATION

theorem (Dziuk and Elliott, 2007) for ak is given by:

d

dt

∫
R(t)

ak =

∫
R(t)

(∂•ak + ak∇Γ(t) · v), (3.3)

where v is the material velocity and ∂•ak is the material derivative of ak given by:

∂•ak =
∂ak
∂t

+ v · ∇Γ(t)ak. (3.4)

Now, replacing Eqs. (3.2) and (3.3) in Eq. (3.1), we obtain:∫
R(t)

(∂•ak + ak∇Γ(t) · v) +

∫
R(t)

∇Γ(t) · qk =

∫
R(t)

fk(a), (3.5)

and since R(t) was set arbitrarily, then:

∂•ak + ak∇Γ(t) · v +∇Γ(t) · qk = fk(a). (3.6)

Finally, let us assume that the flux across the boundary corresponds to a diffusive
flux, thereupon following Fick’s law:

qk = −dk∇Γ(t)ak (3.7)

and the reaction-diffusion system on evolving surfaces is given by:

∂•ak + ak∇Γ(t) · v − dk∆Γ(t)ak = fk(a), (3.8)

where ∆Γ(t) is the Laplace-Beltrami operator (which similarly to the tangential gra-
dient accounts for diffusion along the tangential direction), and dk is the diffusion
coefficient of the kth species.

The first term of the left-hand-side of Eq. (3.8) corresponds to the material
derivative of the kth species, the second to the dilation due to the growth of the
domain, and the third to the diffusion; the term of the right-hand-side represents
reaction.

3.2.1.2 Meinhardt model for cell polarisation

Meinhardt (1999) introduced a model able to amplify chemotactic gradients.
Starting from an unpolarised state, i.e. a homogeneous state, the model can amplify
weak chemotactic gradients. Further, if the chemotactic gradient changes the model
is able to reorient. It has been successfully implemented to model chemotactic and
random migration in two- and three-dimensional frameworks (Campbell et al., 2017;
Elliott et al., 2012; Neilson et al., 2011).

Applying Eq. (3.8) the dimensionless model is:

∂•a1 + a1∇Γ(t) · v − d1∆Γ(t)a1 = γ

 se

(
a21
a2

+ k1

)
(s3 + a3)(1 + s1a2

1)
− r1a1

,
on Γ(t),

da2

dt
= γ (r2â1 − r2a2) , on Γ(t),

∂•a3 + a3∇Γ(t) · v − d3∆Γ(t)a3 = γ (k2a1 − r3a3) , on Γ(t),

(3.9)
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for t ∈ [0, T ]. In Eq. (3.9) â1 is the average value of a1; d1 and d3 are diffusion
coefficients; γ is the strength of the reaction; k1 is the basic production of the
activator and k2 is the production rate of the local inhibitor; s1 is the saturation
rate of the local catalysis and s3 is the Michaelis-Menten constant; r1, r2 and r3 are
respectively the consumption rate of the activator, the production and consumption
rate of the global inhibitor and the consumption rate of the local inhibitor; and se is
the signalling parameter which captures chemotactic gradients and noise, therefore
space-dependent (Meinhardt, 1999). Here we define it as:

se = r1

(
1 + ηs

|Γ(t)|
H2

x(x)

)
(1 + ηnRND) , (3.10)

where ηs and ηn are respectively the strength of a signal coming from a specific point
outside the cell and the random noise; |Γ(t)| is the size of the membrane at time
t; Hx is the distance from a point x on the membrane to the signalling point; and
RND refers to a random number.

3.2.2 Actin-cytoskeleton activity

The polarisation on the membrane leads to the activation of downstream sig-
nalling pathways that trigger the reorganisation of the cytoskeleton and thus cy-
toplasm polarisation. Although we will not address directly any of such signalling
pathways, we will take into account the polarisation effect by assuming diffusion
of a cytoplasmic chemical whose concentration at the boundary is proportional to
the concentration of membrane species and a rate of degradation proportional to
its concentration. Thus, for the actin-network dynamics let us consider a linear
diffusion-depletion model with Dirichlet boundary conditions dependent on the ac-
tivity on the membrane. Let ab be a bulk variable representing the actin-network,
then following the formulation of reaction-diffusion equations in moving domains
presented in (Madzvamuse et al., 2005), the boundary value problem is given by:

∂ab
∂t

+∇ · (vab) = db∆ab − Cbab in Ω(t), (3.11)

ab = a3 on Γ(t), (3.12)

where db and Cb are respectively the diffusion coefficient and the decay rate of ab.
We chose a3 as the boundary condition instead of a1 since its profile is smoother
and instead of a2 since a2 is space-independent.

3.2.3 The mechanical model

We consider that protrusions are triggered by the concentration of the cyto-
plasmic chemical that mimics cytoplasmic polarisation and that the cell is homoge-
neously attached to tho substratum. In addition, we take into account membrane
tension and contraction due to area change. Therefore the mechanical model re-
gards two type of forces: bulk and surface. The bulk forces represent the protrusive
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and contractile effects of actin and myosin while the surface forces represent the
membrane tension. Hence, the momentum equation can be given by:

∇ · (σ(∇u)− σp(ab) + σc(λ)) = Ψu, in Ω(t), (3.13)

(σ(∇u)− σp(ab) + σc(λ)) · n = T on Γ(t), (3.14)

where σ, σp and σc are respectively the true, the protrusive and the contractile
stress tensors, Ψ is an elastic constant proportional to the strength of the adhesion
(Zhao et al., 2017), T is the tension traction on the membrane, n is the outward-
pointing unit normal to the surface, and λ is an area-control variable which increases
if domain grows and decreases if it shrinks allowing to maintain the area. The
tension traction can be computed as proportional to the mean curvature vector κ
(Elliott et al., 2012; Neilson et al., 2011), which is given by:

κ = −∆Γx, (3.15)

Let us now assume that the deformation process follows an elastic behaviour.
This means that the stresses are given by the generalised Hooke’s law. By further
assuming a plane stress model, the stresses in Eqs. (3.13) and (3.14) are given by:

σ =

σ11

σ22

σ12

 = Dε =
E

1− ν2

1 ν 0
ν 1 0

0 0
1− ν

2


 ε11

ε22

2ε12

 , (3.16)

with:  ε11

ε22

2ε12

 =


∂u1

∂y1
∂u2

∂y2
∂u2

∂y1

+
∂u1

∂y2

 , (3.17)

σp = abD

ε0

ε0

0

 , (3.18)

σc = λD

ε0

ε0

0

 , (3.19)

where E and ν are respectively the Young’s modulus and the Poisson’s ratio, D
is the plane-stress elastic stiffness matrix, ε is the elastic strain, ε0 is a factor of
proportionality of the strain induced by the protrusive and contractile forces. The
area-control variable can be given by (Neilson et al., 2011):

dλ

dt
=
β1λ(A− A0 + dA/dt

A0(λ+ β1)
− β2λ,

λ(t = 0) = λ0,

(3.20)
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here A, A0 and dA/dt are respectively the area, the initial area, and the time
derivative of the area, and β1 and β2 are positive parameters. Following Neilson
et al. (2011) we can use λ to define T , that is:

T = λδκ, (3.21)

δ is a factor of proportionality of the rigidity of the membrane,

As can be seen, Eq. (3.13) is a static equation. In this case, we may consider that
after each computation of the biochemical model the system undergoes an elastic
deformation. We may also consider that after each deformation the cell rapidly
relaxes and no elastic energy is accumulated. That is equivalent to solve Eq. (3.13)
without taking into account the pre-strain given by the previous deformation step.
This is similar to the work by (Zhao et al., 2017).

Thus, our model is composed of the following differential equations: Eqs. (3.9),
(3.11) to (3.15) and (3.20) which describe the evolution of a1, a2, a3, ab, u, κ and
λ. It is summarised in Table 3.1.

3.3 Numerical Model

Since we have a bulk-surface system of partial differential equations in an evolv-
ing domain we need a numerical method able to accurately compute the variables.
Several approaches have been implemented. For example in (Novak et al., 2007)
finite volumes were applied in a framework with diffusion in the bulk and on the
boundary; in (Rätz, 2015; Rätz and Röger, 2014) a phase-field finite-element ap-
proach was implemented to deal with a bulk-surface reaction-diffusion system; in
(Elliott et al., 2017) a model for the dynamics between membrane receptors and lig-
ands was approximated by the piecewise linear coupled bulk-surface finite element
method developed in (Elliott and Ranner, 2013); in (Alhazmi, 2019) the finite ele-
ment approach is also implemented to solve reaction-diffusion able to form patterns;
and in (Frittelli et al., 2021) by combining the virtual element method (Brezzi et al.,
2014) and the surface finite element method (Dziuk and Elliott, 2013), the authors
delivered a new method to solve bulk-surface PDEs.

In this work we will use the Evolving Surface Finite Element Merhod (ESFEM)
(Dziuk and Elliott, 2007) to solve the dynamics on the surface (plasma-membrane).
It applies the Reynolds transport theorem to material derivatives to deliver a weak
formulation and as a result the velocity and mean curvature of the of the surface
are implicit (Dziuk and Elliott, 2013). Applications of this method can be found
in (Barreira et al., 2011; Elliott and Styles, 2012; Frittelli et al., 2018). Regarding
the bulk, we will further simplify Eq. (3.11) to a time-independent system and since
the coupling is through Dirichlet conditions we will use the standard finite element
formulation. The remaining time-dependent terms will be solve with backward and
forward Euler schemes.

Further, since our model considers an evolving domain, we will also apply smooth-
ing algorithms on the surface and the bulk, as well as a remeshing scheme in case
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Name Equation Domain

Membrane
polarisation

∂•a1 + a1∇Γ(t) · v − d1∆Γ(t)a1 =

γ

 se

(a2
1

a2

+ k1

)
(s3 + a3)(1 + s1a2

1)
− r1a1

 x(t) ∈ Γ(t)

a1 = a10 x(t) ∈ Γ(0)

da2

dt
= γ (r2â1 − r2a2) t ∈ [0, T ]

a2 = a20 t = 0

∂•a3 + a3∇Γ(t) · v − d3∆Γ(t)a3 = γ (k2a1 − r3a3) x(t) ∈ Γ(t)

a3 = a30 x(t) ∈ Γ(0)

Cytoplasmic
polarisation

∂ab
∂t

+∇ · (vab) = db∆ab − Cbab x(t) ∈ Ω(t)

ab = a3 x(t) ∈ Γ(t)

ab = ab0 x(t) ∈ Ω(0)

Mechanical
model

∇ · (σ(u)− σp(ab) + σc(λ)) = Ψu x(t) ∈ Ω(t)

(σ − σp + σc) · n = λδκ x(t) ∈ Γ(t)

κ = −∆Γx x(t) ∈ Γ(t)

dλ

dt
=
β1λ(A− A0 + dA/dt

A0(λ+ β1)
− β2λ t ∈ [0, T ]

Table 3.1: Mathematical model
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the former do not work. A schematic representation of our numerical solution is
given in Fig. 3.2.

3.3.1 The evolving surface finite element method (ESFEM)

Following (Barreira et al., 2011; Dziuk and Elliott, 2007, 2013; Frittelli et al.,
2018) (and as presented in Appendix A.1), the formulation for the standard equation
Eq. (3.8) is given by:

d

dt

(
Mij(t)

kAj(t)
)

+ dkSij(t)kAj(t) = kFi(t), (3.22)

where M is the mass matrix given by:

Mij(t) =

∫
Γh(t)

χiχj,

the stiffness matrix S is:

Sij(t) =

∫
Γh(t)

∇Γh(t)χi · ∇Γh(t)χj,

the reaction vector kF :

kFi(t) =

∫
Γh(t)

χifk,

and kA is the vector of the nodal values of the kth species; Γh(t) is the piecewise
linear approximation of the surface at time t, and χi are the basis functions of the
linear finite element space V h(Γh(t)). As can be seen in Eq. (3.22) the ESFEM does
not explicitly deals with neither the velocity nor the mean curvature.

We can now derive the fully-implicit system. Applying the Backward-Euler
scheme for time integration Eq. (3.22) becomes:

1

τ

(
Mij

n+1kAj
n+1 −Mij

nkAj
n
)

+ dkSijn+1kAj
n+1

= kFi
n+1

, (3.23)

where τ is the discrete time step, the superscripts (·)n+1 and (·)n refer to the solution
at time (n+ 1)τ and the solution at time nτ , respectively.

The right-hand-side of Eq. (3.23) is in general nonlinear, as in the Meinhardt
model for cell polarisation.

3.3.2 Approximation of the global inhibitor

To solve the evolution of a2 in Eq. (3.9) let us use the Forward-Euler scheme:

an+1
2 =

an2 + γτr2â
n
1

1 + γτr2

(3.24)
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Start

Solve the space-dependent variables
of Eq. (3.9) by means of the ESFEM

Solve the space-independent variable of
Eq. (3.9) using a Forward-Euler scheme

Solve the bulk biochemical variable in Eqs. (3.11)
and (3.12) using a linear finite element method.

Find and apply the displacements solving Eqs. (3.13)
and (3.14) implementing a linear finte element method.

Is the
simulation

done?

Equidistribute the surface mesh
by de Boor (1973)’s algorithm

Smooth the bulk mesh with
Durand et al. (2019)’s scheme

Is the mesh
quality
good?

Remesh the domain using the
toolbox in (Engwirda, 2005, 2014)Go to

Go to

End

No

No

Yes

Yes

Figure 3.2: Schematic representation of the numerical solution.
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3.3.3 Finite element method in the bulk

Although a finite element to approximate Eqs. (3.11) and (3.12) is presented in
(Madzvamuse et al., 2005) we shall make a further simplification of the model to
reduce the computational cost. Instead of solving Eqs. (3.11) and (3.12) we will
solve a steady state system after every step of the previous method. Therefore, the
actin-cytoskeleton activity is now given by:

0 = db∆ab − Cbab in Ω, (3.25)

ab = a1 on Γ. (3.26)

The finite element formulation is straightforward (presented in Appendix A.2) and
the problem reads: find bA ∈ RNb

such that:

0 =

∫
Γh

(
ζj∇ζi bAi

)
− db

∫
Ωh

(
∇ζj∇ζi bAi

)
−
∫

Ωh

(
ζjCb

bAi
)
, (3.27)

where ζs are the basis functions of the finite element space, in this case we use
triangular linear elements, bA is the vector of approximated nodal values of ab, and
Ωh is a triangulation of Ω. Finally, since we know bAi on the surface, from Eq. (3.26),
the first term of the right-hand-side is known.

3.3.4 Finite element approximation of the mean curvature
vector

It is known that the finite element approximation of the mean curvature vector
needs at least quadratic basis functions in order to be convergent (Heine, 2004).
Hence, after considering the quadratic finite element space Qh := span{θj}N

s

j=1 where
θj(xi) = δij and θj|Lq

e
is either zero or quadratic, let us define Qh := Qh × Qh.

Therefore, the finite element problem reads: find κh ∈ Qh such that:∫
Γq

ϑh · κh =

∫
Γq

∇Γqϑh · ∇Γqxh ∀ϑh ∈ Qh, (3.28)

where κh and ϑh are the trial and test functions, as shown in Appendix A.3.

3.3.5 Finite element approximation of the mechanical model

The standard finite element method for the mechanical model yields the following
algebraic problem (with more detail in Appendix A.4): find U ∈ R2Nb

such that∫
Γ

ζ>λK−
∫

Ω

B>DBU−
∫

Ω

(Fp − Fc)−
∫

Ω

ζ>ΨU = 0, (3.29)

where U and K are nodal displacement and mean curvature vectors, respectively; ζ
and B are a matrix of basis functions and a matrix of their derivatives, respectively;
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and the force terms are given by:

Fp = B>abD

1
1
0

 , (3.30)

Fc = B>λD

1
1
0

 . (3.31)

(3.32)

3.3.6 Approximation of λ

To finish we need to solve Eq. (3.20). To do this let us use the forward Euler
scheme, thus:

dλ

dt
≈ λn+1 − λm

∆t
=
β1λ(an − a0 + (∆a/∆t)n

a0(λn + β1)
− βλn, (3.33)

where the superscripts n and n + 1 indicate two consecutive steps of deformation,
∆t can be regarded as a sensitive parameter to control the change of λ after each
deformation, we will set it equal to τ , and (∆a/∆t)n and an are respectively the
change of area and the area at the n deformation step. Therefore, (∆a)n = an−an−1.

3.3.7 Mesh Smoothing Algorithms

Two mesh smoothing algorithms are used to improve the quality of the elements
throughout the simulation. First a surface mesh equidistribution scheme is imple-
mented by means of the De Boor’s algorithm (de Boor, 1973) and the parametric
quadratic mesh. Second, the Durand et al. (2019)’s algorithm is implemented to
smooth the bulk mesh. Additionally, a remeshing scheme is also utilised in case
this algorithm does not improve the mesh quality above a specific threshold. This
scheme is based on the Mesh2D toolbox (Engwirda, 2005, 2014). A full presentation
of the smoothing algorithms is given in Appendix A.5

3.3.8 The algorithm

1. Set the mesh

(a) Generate an initial piecewise linear mesh on the surface with a even num-
ber of nodes.

(b) Use the Engwirda (2005, 2014)’s toolbox Mesh 2D to create a piecewise
linear triangular mesh.

(c) Create a quadratic set of surface elements using the same nodes of Item 1a.

(d) Use the Durand et al. (2019)’s algorithm to smooth the mesh.
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2. Solution of field variables at time nτ .

(a) Approximate a1 and a3 through Eq. (3.23).

(b) Approximate a2 through Eq. (3.24).

(c) Approximate ab, u and κ through Eqs. (3.27), (3.29) and (A.29).

(d) Approximate λ through Eq. (3.33)

(e) If nτ = T go to Item 4

3. Improve mesh quality

(a) Use the de Boor (1973)’s algorithm to equidistribute the the surface mesh.

(b) Use the Durand et al. (2019)’s to smooth the solid mesh until the mesh
change by L2-norm is less than Itetol or the maximum number of itera-
tions Itemax is reached. If Qmin > Q?

min go to Item 2 if not go to Item 1.

4. Finish.

3.4 Numerical Tests

First, we will see the response of the Meinhardt’s model on a stationary two-
dimensional closed hypersurface. The idea here is to test the response with several
combinations of parameters in terms of signal amplification and adaptation to new
signals. Second, we will see the results of the whole model under two different
combinations of parameters. One of them corresponding to chemotactic migration
and the other to completely autonomous movement.

3.4.1 The Meinhardt’s model for cell polarisation

Let us fix a10, a20, a30 γ, k2, s3, r1, r2, r3, ηs and ηn (see Table 3.2) and vary k2,
s1, d1 and d3 (see Table 3.4). For this experiment the domain is a circle of radius
1 centred at (0, 0), the finite element discretisation is composed of 2000 nodes and
elements and the time step is 0.001. The signal is set at (5, 5) from time 0 to 15 and
at (−5,−5) from 15 to the end of the simulation.

3.4.2 Chemotactic cell migration

For the solution of the complete model, following Section 3.3.8, let us set the
parameters of the biomechanical model presented in Table 3.3. For chemotactic
cell migration the parameters of experiment 8 are chosen, as explained in the next
section, and the initial domain is bounded by a circle of radius 1 centred at (0, 0).
Further, the system is tested under an initial signalling point at (5, 5) which is
then changed at t = 76 to (0, 10). For this simulation τ = 0.001, the surface was
discretised with 2000 equidistant nodes and the size of the bulk mesh was constraint
to 0.025.
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Parameter Value

γ 2500
k?1 0.1
s?3 0.2
r?1 0.02
r?2 0.03
r?3 0.013
η?s 0.02
η?n 0.01
a10 1.0
a20 1.0
a30 1.0

Table 3.2: Fixed parameters for the Meinhardt’s model of cell polarisation. ? indi-
cates values taken from (Meinhardt, 1999).

Parameter Value

Ψ 0.1
ν 0.45
E 1
δ 0.001
β1 0.2
β2 0.001
λ0 2.0

Q?
min 0.55

Itemax 10
Itetol 0.001
ε0 0.000025

Table 3.3: Parameters of the biomechanical model

3.4.3 Spontaneous cell movement

In this case, the biomechanical model is implemented with the same parameters
presented in Table 3.3, the initial domain is also bounded by a circle of radius 1
centred at (0, 0) and the Meinhardt kinetics is determined by the parameters of the
experiment 17, again, this latter choice is explained in the next section. We shall
then see unsteady and completely spontaneous movement using those parameters
and letting ηs = 0 and ηn = 0. The initial mesh and the time step are the same as
in the chemotactic migration test.
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Experiment k2 s1 d1 d3 Np w amax
1 Adaptation

1 0.005 0.005 10 60 1 2.218 6.91 Yes
2 0.005 0.005 10 30 1 2.441 5.69 Yes
3 0.005 0.005 10 20 1 2.677 4.94 Yes
4 0.005 0.005 10 100 1 2.127 7.72 Yes
5 0.005 0.005 10 50 1 2.259 6.6 Yes
6 0.005 0.005 10 15 1 2.934 4.4 Yes
7 0.0025 0.005 10 30 1 2.975 8.1 Yes
8 0.0025 0.005 10 20 1 3.299 7.18 Yes
9 0.0025 0.005 10 15 1 3.654 6.49 Yes
10 0.005 0.0025 10 30 1 2.262 6.48 Yes
11 0.005 0.0025 10 20 1 2.466 5.58 Yes
12 0.005 0.0025 10 15 1 2.680 4.96 Yes
13 0.005 0.01 10 30 1 2.717 4.78 Yes
14 0.005 0.01 10 20 1 3.135 4.15 Yes
15 0.005 0.01 10 15 1 3.415 3.68 Yes
16 0.005 0.005 1 2.5 2 1.949 6.46 No
17 0.005 0.005 1 2 2 2.079 5.94 No

Table 3.4: Summery of the response of the Meinhardt’s model for cell polarisation
with different parameters.

3.5 Results

3.5.1 The Meinhardt’s model for cell polarisation

We can consider the following measures: the number of peaks Np, the highest
value of the activator amax

1 , the width w of the peaks above amax
1 /2 and whether

the model is able to adapt to a new signal. Table 3.4 shows the results of our
experiments.

We can see that the experiments 16 and 17, which had d1 = 1 and d2 = 2, 2.5,
had a very different response compared to the others. The system developed two
coexisting peaks and was not able to adapt to changes in the signal whereas in
the other experiments the system developed one peak and was able to reorient. In
experiments 1 to 15 d1 = 1 and d3 varied from 15 to 100. Increasing d3 made
amax

1 larger, however, w decreased and the system was slower to move from one
polarised state to another. A reduction in k2 from 0.005 to 0.0025 provided higher
amax

1 and w and decreased the time from one polarised state to another but a further
reduction, to for example 0.00125, almost homogenised the response. Finally, in our
experiments dropping the value of s1 increased amax

1 and decreased w.

From these results, the values of the experiment 8 are used in the complete model
because it is the combination of parameters that better balances high values amax

1

and w and an adaptation time. Fig. 3.3 shows the results of the simulation with
such parameters. The system took around t = 1.1 to reach a stable polarised state.
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Figure 3.3: Response of the Meinhardt model on a stationary circle of radius 1
centred at (0, 0). The graph shows a1 along the arc length at simulation times 0.3,
1.1, 90 and 150. The contour plot refers to se which started with a chemotactic
signal at (5, 5) and changed to (−5,−5) at time 15.

After that, at time 15 the signal was change to the opposite direction and the system
needed about t = 150 to developed the new polarised state. The transition from
t = 1.1 to t = 150 occurred as a travelling wave as indicated by the results at time
90.

3.5.2 Chemotactic cell migration

The simulation ran until t = 158 where although the cell did not reach the point
(0, 10) it showed a clear tendency. Therefore we can see the ability of the model
to reproduce migration to specific locations and adaption to new signalling sources.
Fig. 3.4 shows the changes in shape and position of the cell as well as the ab field.
In this case, the domain conserved a round-like shape throughout the complete
simulation. Further, in Fig. 3.5 the trajectory of the centroid during the simulation
is presented. Here, it can be notice that at the beginning the cell took some time
to adapt to the initial signal but eventually it migrated with a clear direction, from
around (2.4, 1) to the signalling-source point (5, 5). With respect to the response of
the Meinhardt model with the signal an parameters used, we can see, by means of
the ab field, that it adapts to the signalling sources.

Finally, Fig. 3.6 shows the mesh quality and the behaviour of the mesh smoothing
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Figure 3.4: Results of chemotactic cell migration at t = 0.5, 25, 50, 75, 100, 125, 158.
The colour map indicates the ab field.

Figure 3.5: Tracking of the centroid of the cell in chemotactic migration.
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and remeshing schemes. For the former, Fig. 3.6a shows from top to bottom the
maximum, the average and the minimum qualities, respectively, throughout the
simulation. The maximum was 1 at every step, which is in fact the maximum
quality possible. The average remained around 0.96, this is a high quality value
and indicates that the mesh throughout the simulation was good. In contrast, the
minimum quality fluctuated significantly with a lowest value at about 0.58 and
a highest at about 0.69. Regarding the activity of the smoothing and remeshing
schemes, the former needed 4 or 5 iterations at almost every step and the latter was
used 10 times. In this case, the smoothing scheme was efficient for around 15000
steps. Additionally, in the figure it is noticeable that the space between remeshing
schemes was rather regular.

3.5.3 Spontaneous cell movement

Fig. 3.7 shows the trajectory of the cell centroid which indicates zigzag turning
and some directional persistence. In Fig. 3.8 the shape and the ab field are illustrated
at t = 0.5, 12.5, 25, 37.5, 50, 67.5. Although the deformation of the domain is higher
than in the previous case, it is noticeable how the round-like shape is still dominant.
In addition, the commonly reported behaviour of the Meinhardt model can be seen,
i.e., the appearance of two competing pseudopods (Campbell et al., 2017; Elliott
et al., 2012; Meinhardt, 1999; Neilson et al., 2011).

Lastly, Fig. 3.9 describes the quality of the mesh throughout the simulation.
Although the maximum quality was again 1, the average and the minimum quali-
ties fluctuated more and reached lower values compared with the chemotactic case.
Further, Fig. 3.9b shows two stages. At the beginning, until about t = 20, the
smoothing scheme was sufficiently enough to deal with the mesh deformation. How-
ever, after t = 20 the it was not as efficient and in fact many more runs of the
remeshing scheme were needed.

3.6 Discussion

In this section we shall discuss the results of the computational implementation.
First, we saw that the Meinhardt model yielded a travelling wave, chemotactic case,
and (ii) competing peaks, spontaneous case, along the membrane. Although the
dynamics of the leading edge varies from cell to cell, most cells have travelling actin
waves (Allard and Mogilner, 2013). These waves can appear locally or globally,
depending on the cell and the migration environment. In chemotactically migrating
cells the waves appear locally and help cells to avoid obstacles or reorient (Allard
and Mogilner, 2013). Fig. 3.10 illustrates this phenomenon in human breast cancer
(MDA-MB-231 line). By following the arrows, which indicate the position of the
leading edge, we can appreciate the travelling wave from Fig. 3.10a to Fig. 3.10d.
This phenomenon where the leading edge travels from one location to another is
successfully mimicked in our chemotactic system, as shown in Fig. 3.4.

In contrast, when cells move unsteadily the actin dynamics can include global
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(a) Mesh quality statistics. From top to bottom the curves indicate
respectively the maximum, the average and the minimum qualities.

g

(b) Number of smoothing iterations. The vertical lines indicate a
remeshing step.

Figure 3.6: Report of mesh statistics and smoothing iterations at each step in chemo-
tactic migration.
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Figure 3.7: Tracking of the centroid of the cell in spontaneous migration.

travelling waves and the appearance of leading edges at different locations (Allard
and Mogilner, 2013). In Fig. 3.8, the spontaneous-migration case reproduces this
type of kinetic dynamics, as also reported in (Campbell et al., 2017; Elliott et al.,
2012; Neilson et al., 2011). Nonetheless, in the case presented here, the param-
eters are all homogeneous and thus the kinetics is completely spontaneous. For
instance, the models presented in (Elliott et al., 2012; Neilson et al., 2011) include a
space-dependent chemotactic-signalling term and, even though the work in (Camp-
bell et al., 2017) dealt with random migration, the authors also include a space-
dependent random-signalling term. The dissimilarity in our chemotactic response
therefore is due to the difference in parameters and the signalling term. Nonetheless,
even though the model can reproduce chemotactic and spontaneous migration, it
utilises different parameters in each scenario; thus, a further analysis of the model
is required. It would be very interesting to find a set of parameters able to pro-
vide a local travelling wave in chemotactic migration as well as competing peaks in
spontaneous migration.

In addition, our results show a marked round-like shape. This is common in
amoeboid movement which characterises by small or highly homogeneously dis-
tributed adhesion points and strong actomyosin-mediated contractility (Friedl and
Alexander, 2011). In the model, the adhesion points are represented by the right-
hand-side term of Eq. (3.13) which is space-independent. The contraction, domi-
nated by λ, is also homogeneous and therefore does not precisely model actomyosin-
mediated contractility because λ is not polarised. Yet, it does contribute to main-
tain the round shape of the domain as does such mechanism. Additionally, at time
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Figure 3.8: Results of spontaneous cell migration at t = 0.5, 12.5, 25, 37.5, 50, 67.5.
The colour map indicates the ab field.



56 CHAPTER 3. MODELLING AND SIMULATION OF CELL MIGRATION

(a) Mesh quality statistics. From top to bottom the curves indicate
respectively the maximum, the average and the minimum qualities.

(b) Number of smoothing iterations. The vertical lines indicate a
remeshing step.

Figure 3.9: Report of mesh statistics and smoothing iterations at each step in spon-
taneous migration.
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(a) (b)

(c) (d)

Figure 3.10: Picture shots from the cell migration assay using human breast cancer
(MDA-MB-231 line) presented in (Gau and Roy, 2020) (permission given by Dr.
Gau). The arrows point to the leading edge and show how it travels along the
membrane.
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t = 100 of the chemotactic case, we can see that the rear has a small protuberance
which can be also appreciated in Fig. 3.10c. Although the protuberance in the sim-
ulation is not as large as that it the experiment, it indicates that the movements are
similar.

In the case of spontaneous migration, the trajectory (Fig. 3.7) exhibits zigzag
turning and some directional persistence. Da Yang et al. (2011) describes this phe-
nomenon for microglia cells from rats (PMG) and mice (MG5). In their experiments,
cells were able to move freely, without external guidance and at a very low density,
and showed a tendency to advance in an almost linear straight direction followed by
a sudden changed in direction. Further, they determined a statistically significant
zigzag pattern. In short, they showed that it is more likely that a microglia cell
will turn in the opposite direction of the previous turn than in the same direction.
In other words, after turning with a positive angle it is more likely that the cell
will turn with a negative angle and the other way around. In addition, they also
reported a short-term directional persistence. This response of the Meinhardt model
has been previously reported in (Elliott et al., 2012; Neilson et al., 2011).
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Conclusions and Future Work

In this work a computational tool for the simulation of cell migration was intro-
duced. The implementation counts with the following key features: spontaneous and
forced membrane polarisation, downstream polarisation within the cytoplasm, and
mechanical responses due to the cytoskeleton dynamics. In particular, the Mein-
hardt’s model for cell orientation was used to model the first feature, the second was
model by means of a linear diffusion-depletion model, and the last was model by
elastic deformation with no accumulation of elastic energy. Mathematically, the me-
chanical model can be regarded as a thermal expansion and contraction system with
elastic supports all over the domain and curvature-dependent forces on the contour.
Under the biological perspective, expansion and contraction occur as a consequence
of the dynamics of the actin cytoskeleton and myosin proteins. In addition, elastic
supports refer to focal adhesions and the curvature-dependent forces represent the
membrane tension. In terms of the numerical implementation, the computational
tool deals with highly deforming domains by means of three algorithms: the de Boor
(1973)’s algorithm to equidistribute the boundary mesh, the Durand et al. (2019)’s
algorithm to smooth the bulk mesh, and the Engwirda (2005, 2014)’s toolbox to
remesh the domain when necessary. Further, the delivered computational tool is
able to simulate bulk-surface phenomena in evolving two-dimensional domains yet
it would require the modification of the model equations.

The novelty of the presented work lies in: the thermal expansion approach of
the mechanical response and the implementation of the completely moving two-
dimensional framework. Previous works utilised only forces on the boundary to
drive movement while in this case, forces appear in the whole domain. We consider
such forces assuming that the actin polymerisation generates forces along all the
actin network. Further, although there are several models for cell migration, most of
them do not include an evolving bulk-surface domain. In addition, we also improved
the Durand et al. (2019)’s algorithm by combining it with the de Boor (1973)’s
algorithm. Durand et al. (2019), in their paper, indicated that non-straight surface
meshes, for example a circle, could not be smoothed with their algorithm; however,
the de Boor (1973)’s algorithm presented here, easily deals with any sort of surface.

Nonetheless, this is more a first step towards cell migration simulation and pre-
diction. The model has several limitations including:

59



60 CHAPTER 4. CONCLUSIONS AND FUTURE WORK

• The mechanical behaviour is purely elastic.

• The dynamics of the different molecules interacting within the cell and the
plasma membrane does not directly represent the species.

• The focal adhesions in a cell are located at different places but not everywhere
as assumed here.

Thus, future work could be focused on:

• More complex mechanical models, for example, the implementation of visco-
elasticity or hyper-elasticity theories.

• The development of biologically-inspired cytosolic and membrane kinetics and
communication, for example, the formulation of bulk-surface PDE where the
variables directly represent specific molecules.

• Different ways to model focal adhesions, for instance, since they do not appear
everywhere and are constantly degraded, a stochastic equation could describe
their location and a reaction equation their strength, Ψ.

• A more discrete modelling of the cytosolic and membrane kinetics, for example,
active and inactive GPCR’s could be regarded as discrete entities able to
modify the actin cytoskeleton at specific locations.

• The inclusion of the bending forces on the membrane.



Appendix A

Numerical Model

A.1 The evolving surface finite element method

(ESFEM)

Let us start by presenting the ESFEM following (Barreira et al., 2011; Frittelli
et al., 2018). First, we shall write the weak form of Eq. (3.8). By multiplying it by
a test function φ and integrating it over Γ(t), that gives:∫

Γ(t)

φ∂•ak +

∫
Γ(t)

φak∇Γ(t) · v − dk
∫

Γ(t)

φ∆Γ(t)ak =

∫
Γ(t)

φfk(a). (A.1)

Assuming either Γ(t) is a closed surface, or zero flux boundary conditions, or
φ(∂Γ(t)) = 0 and applying Green’s theorem to the third term of the left-hand
side of the equation leads to:∫

Γ(t)

φ∂•ak +

∫
Γ(t)

φak∇Γ(t) · v + dk

∫
Γ(t)

∇Γ(t)φ · ∇Γ(t)ak =

∫
Γ(t)

φfk(a). (A.2)

Replacing φ∂•ak = ∂•(φak)− ak∂•φ yields to:∫
Γ(t)

(∂•(φak)− ak∂•φ) +

∫
Γ(t)

φak∇Γ(t) · v + dk

∫
Γ(t)

∇Γ(t)φ · ∇Γ(t)ak =

∫
Γ(t)

φfk(a).

(A.3)
Finally, following the transport formula Eq. (3.3) for φak, the weak form is given
by: find ak(x, t) ∈ H1(Γ(t)) such that

d

dt

∫
Γ(t)

φak −
∫

Γ(t)

ak∂
•φ+ dk

∫
Γ(t)

∇Γ(t)φ · ∇Γ(t)ak =

∫
Γ(t)

φfk(a), ∀φ ∈ H1(Γ(t)),

(A.4)
where H1(Ω) is the Hilbert space defined at Ω.

Before deriving the ESFEM, let us take into account the following considerations:

• The surface Γ(t) will be approximated by a piecewise linear surface Γh(t) 3
r(t). This discrete surface is composed by a set of N s nodes xm(t), m =

61
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1, ..., N s, and Es elements (subdomains) Γhe (t), e = 1, ..., Es, such that:

Γh(t) =
Es⋃
e=1

Γhe (t)

and the intersection between two different elements is either a node or null.

• Since the following holds:

d

dt

∫
Γh(t)

(·) =
d

dt

(
Es∑
e=1

∫
Γh
e (t)

(·)

)
=

Es∑
e=1

(
d

dt

∫
Γh
e (t)

(·)
)

(A.5)

we might jump from a global formulation to a local formulation. This will
be useful at formulating the Newton-Raphson scheme to be implemented in
ABAQUS.

• The linear finite element space V h(Γh(t)) will be the span of the N s basis
functions χj(r(t), t). χj are piecewise linear functions such that χj

(
r(t) =

xi(t), t
)

= δij.

• ak(·, t) will be approximated by a piecewise linear function kA(r(t), t):

kA(r(t), t) =
Ns∑
j=1

χj(r(t), t)kAj(t) (A.6)

where kAj(t) are the approximated nodal values of ak(·, t) on Γh(t).

• The discrete test function φh is said to have the form of kA.

• In (Dziuk and Elliott, 2007) it was shown that:

∂•χi(r(t), t) = 0. (A.7)

• The scheme for time discretisation will be the fully implicit Backward Euler
method.

With the above considerations, the finite element problem is: find kA ∈ V h(Γh(t)
such that:

d

dt

∫
Γh(t)

φh kA−
∫

Γh(t)

kA∂•φh + dk

∫
Γh(t)

∇Γh(t)φ
h · ∇Γh(t)

kA

=

∫
Γh(t)

φhfk(
1A, ..., wA), ∀φh ∈ V h(Γh(t)).

(A.8)
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Applying Eq. (A.6) and since φh has the same form as kA we get the following
problem: find kA(t) ∈ RNs

such that:

d

dt

∫
Γh(t)

Ns∑
i,j=1

χiχj
kAj(t)−

Ns∑
i,j=1

∫
Γh(t)

χj
kAj(t)∂

•(χi)

+dk

∫
Γh(t)

Ns∑
i,j=1

∇Γh(t)χi · ∇Γh(t)χj
kAj(t) =

∫
Γh(t)

Ns∑
i

χifk(
1A, ..., wA).

(A.9)

Recalling Eq. (A.7) yields to:

d

dt

∫
Γh(t)

Ns∑
i,j=1

χiχj
kAj(t) + dk

∫
Γh(t)

Ns∑
i,j=1

∇Γh(t)χi · ∇Γh(t)χj
kAj(t)

=

∫
Γh(t)

Ns∑
i=1

χifk(
1A, ..., wA).

(A.10)

Finally, defining the mass matrix as:

Mij(t) =

∫
Γh(t)

χi
(
r(t)
)
χj
(
r(t)
)
,

the stiffness matrix as:

Sij(t) =

∫
Γh(t)

∇Γh(t)χi
(
r(t)
)
· ∇Γh(t)χj

(
r(t)
)
,

and the reaction vector as:

kFi(t) =

∫
Γh(t)

χi
(
r(t)
)
fk
(
A
)
,

the ESFEM for the kth species is given by:

d

dt

(
Mij(t)

kAj(t)
)

+ dkSij(t)kAj(t) = kFi(t). (A.11)

We now can derive the fully-implicit system. Applying the Backward-Euler
scheme for time integration Eq. (A.11) becomes:

1

τ

(
Mij

n+1kAj
n+1 −Mij

nkAj
n
)

+ dkSijn+1kAj
n+1

= kFi
n+1

, (A.12)

where τ is the discrete time step, the superscripts (·)n+1 and (·)n refer to the solution
at time (n+ 1)τ and the solution at time nτ , respectively.

The right-hand-side of Eq. (A.12) is in general nonlinear, as in the Meinhardt
model for cell polarisation. Hence, the Newton-Raphson method might be necessary.
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Since we will implement it in ABAQUS it is convenient to jump to a local formulation
by Eq. (A.5). Then, let us rewrite the system as:

Es∑
e=1

(
1

τ

(
e
Mn+1

ij

k

e
An+1
j −

e
Mn

ij
k

e
Anj

)
+ dk eS

n+1
ij

k

e
An+1
j − k

eF
n+1
i

)
=

Es∑
e=1

(
k
eRi

)
,

(A.13)
where the superscripts e indicate local versions of the arrays and k

eRi are local resid-
uals. For this system the tangent stiffness matrix is given by:

Es∑
e=1

(
∂ k
eRi

∂keAl
n+1

)
=

Es∑
e=1


1

τ
Me

ij
n+1 + dk eS

n+1
ij −

∂
k

eF
n+1
i

∂keAl
n+1 for k = l, and

−
∂
k

eF
n+1
i

∂keAl
n+1 for k 6= l,

(A.14)

where
∂
k

eF
n+1
i

∂keAl
n+1 =

∫
Γe
h(t)

χi
n+1χj

n+1 ∂fk

∂Al
n+1 (A.15)

Matrices eMij(t) and eSij(t) are analytically integrated, and the reactive matri-
ces and vectors are numerically integrated by Gaussian quadrature.

A.2 Finite element method in the bulk

Let us now write the variational problem of Eq. (3.26): find ab ∈ H1(Ω) such
that:

0 =

∫
Ω

(ϕ (db∆ab − Cbab)) ∀ϕ ∈ H1(Ω), (A.16)

with ϕ a test function. Applying Green’s theorem, the weak problem reads: find
ab ∈ H1(Ω) such that:

0 =

∫
Γ

ϕ∇ab − db
∫

Ω

∇ϕ∇ab −
∫

Ω

ϕCbab ∀ϕ ∈ H1(Ω). (A.17)

We now need an appropriate finite element space. First, we can discretise Ω by
a triangulation T h composed of N b nodes xi and Eb triangles Te. Then the finite
element space V h(Ωh) := span{ζj}N

b

j=1 where ζj(xi) = δij and ζj|Te is affine. The

finite element problem then reads: find bA ∈ V h(Ωh) such that:

0 =

∫
Γh

ϕh∇ bA− db
∫

Ωh

∇ϕh∇ bA−
∫

Ωh

ϕhCb
bA ∀ϕh ∈ V h. (A.18)

where ab is the piecewise linear approximation of ab and ϕh is a discrete test function.
Since ϕh and bA are linear combinations of {ζj}N

b

j=1, we can rewrite Eq. (A.18) as
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the algebraic problem: find bA ∈ RNb
such that:

0 =

∫
Γh

Nb∑
i,j=1

(
ζj∇ζi bAi

)
− db

∫
Ωh

Nb∑
i,j=1

(
∇ζj∇ζi bAi

)
−
∫

Ωh

Nb∑
i,j=1

(
ζjCb

bAi
)
, (A.19)

where bAi are the components of bA. We know bA on the surface from Eq. (3.26),
then the first term of the right-hand-side is known.

Finally, to compute the integrals let us define a reference element and its linear
basis functions. Consider a reference element described by the vertices: (0, 0), (1, 0)
and (0, 1). If this element lives in a Cartesian space ξ, η then the basis functions
within a triangle are given by:

eζ1 = 1− ξ − η, (A.20)

eζ2 = ξ, (A.21)

eζ3 = η. (A.22)

We can then have a transformation from any element, with vertices exi = (xei , y
e
i ),

i = 1, 2, 3, to the reference element by the transformation with Jacobian:

Jb = (ex2 − ex1)(ey3 − ey1)− (ex3 − ex1)(ey2 − ey1), (A.23)

which is twice the area.

A.3 Finite element approximation of the mean

curvature vector

Let us define H1(Γ) := H1(Γ) × H1(Γ). Then, the variational formulation of
Eq. (3.15) reads: find κ ∈H1(Γ) such that:∫

Γ

ϑ · κ = −
∫

Γ

ϑ ·∆Γx ∀ϑ ∈H1(Γ). (A.24)

For closed curves and applying Green’s theorem, the weak problem reads: find
κ ∈H1(Γ) such that:∫

Γ

ϑ · κ =

∫
Γ

∇Γϑ · ∇Γx ∀ϑ ∈H1(Γ). (A.25)

From (Heine, 2004), the finite element approximation of the curvature mean vec-
tor problem is not convergent when using linear elements, however, it is first-order
convergent when using quadratic elements, second-order convergent when using cu-
bic elements and so on. Therefore, we shall construct at least a quadratic finite
element space. Let us then set a triangulation Qh for Γ composed of N s nodes xm
and Eq segments Lqe, which composes the piecewise-quadratic surface Γq. The finite
element space is Qh := span{θj}N

s

j=1 where θj(xi) = δij and θj|Lq
e

is either zero or
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quadratic. If we define Qh := Qh ×Qh the finite element problem then reads: find
κh ∈ Qh such that:∫

Γq

ϑh · κh =

∫
Γq

∇Γqϑh · ∇Γqxh ∀ϑh ∈ Qh. (A.26)

Notice that xh in Eq. (A.26) indicates an isoparameterisation of the surface. From
the definition of Qh we can write κh and xh as:

κh =
Ns∑
j=1

θjKj, (A.27)

xh =
Ns∑
i=1

θixi, (A.28)

where K is the nodal mean curvature vector. Replacing Eqs. (A.27) and (A.28) into
Eq. (A.26) yields the following algebraic problem: find K ∈ R2Ns

such that:∫
Γq

Ns∑
k,j=1

θkθjKj =

∫
Γq

Ns∑
k,i=1

∇Γqθk∇Γqθixi. (A.29)

Lastly, since we need Qh be a space of piecewise functions of at least quadratic
order, let us define the quadratic set of basis functions. We can use a one-dimensional
reference element from −1 to 1 with a middle node at 0. If we associate ξ as the
coordinate of this reference element, the basis functions within a three-node element
are:

eθ1 = 0.5ξ(ξ − 1), (A.30)

eθ2 = 0.5ξ(ξ + 1), (A.31)

eθ3 = 1− ξ2. (A.32)

We can then define a transformation from any element, with nodes (ex1, ey1),
(ex2, ey2) and (ex3, ey3) (the middle node) to the reference element by the trans-
formation with Jacobian:

Jq =

√√√√( 3∑
i=1

d eφi
dξ exi

)2

+

(
3∑
i=1

d eφi
dξ eyi

)2

. (A.33)

A.4 Finite element approximation of the mechan-

ical model

Let us write the variational problem for Eq. (3.13): find u ∈H1(Ω) such that:∫
Ω

ϕ · (∇ · (σ − σp + σc)) =

∫
Ω

ϕ ·Ψu ∀ϕ ∈H1(Ω). (A.34)
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Applying Green’s theorem to the left-hand-side of the equation the weak form reads:
find u ∈H1(Ω) such that:∫

Γ

ϕ · (σ − σp + σc) · n−
∫

Ω

∇ϕ · (σ − σp + σc) =

∫
Ω

ϕ ·Ψu ∀ϕ ∈H1(Ω).

(A.35)

Replacing Eq. (3.14) and Eq. (3.21) into Eq. (A.35), we can rewrite the problem as:
find u ∈H1(Ω) such that:∫

Γ

ϕ · δλκ−
∫

Ω

∇ϕ · (σ − σp + σc) =

∫
Ω

ϕ ·Ψu ∀ϕ ∈H1(Ω), (A.36)

which from Eq. (3.16) becomes: find u ∈H1(Ω) such that:∫
Γ

ϕ · δλκ−
∫

Ω

∇ϕ · (Dε− σp + σc) =

∫
Ω

ϕ ·Ψu ∀ϕ ∈H1(Ω). (A.37)

From this weak problem we can now build the finite element problem. First, let
us recall the triangulation T h and the finite element space V h from Appendix A.2.
We can then define V h := V h × V h. Thus, the finite element problem reads: find
uh ∈ V h(Ωh) such that:∫

Γh

ϕh · δλκh −
∫

Ωh

∇ϕh ·
(
Dεh − σp + σc

)
=

∫
Ωh

ϕh ·Ψuh ∀ϕh ∈ V h(Ωh).

(A.38)

Finally, let us introduce the matrices ζ and B as:

ζ =

[
ζ1 0 ζ2 0 . . . ζNb 0
0 ζ1 0 ζ2 . . . 0 ζNb

]
, (A.39)

B =


∂ζ1

∂y1

0
∂ζ2

∂y1

0 . . .
∂ζNb

∂y1

0

0
∂ζ1

∂y2

0
∂ζ2

∂y2

. . . 0
∂ζNb

∂y2
∂ζ1

∂y2

∂ζ1

∂y1

∂ζ2

∂y2

∂ζ2

∂y1

. . .
∂ζNb

∂y2

∂ζNb

∂y1

 , (A.40)

then, we can transform the finite element problem into the algebraic problem: find
U ∈ R2Nb

such that∫
Γ

ζ>λK−
∫

Ω

B>DBU−
∫

Ω

(Fp − Fc)−
∫

Ω

ζ>ΨU = 0, (A.41)

where:

Fp = B>abD

1
1
0

 , (A.42)

Fc = B>λD

1
1
0

 , (A.43)

(A.44)
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A.5 Mesh Smoothing Algorithms

Two mesh smoothing algorithms are used to improve the quality of the elements
throughout the simulation. First a surface mesh equidistribution scheme is imple-
mented by means of the De Boor’s algorithm (de Boor, 1973) and the parametric
quadratic mesh. Second, the Durand et al. (2019)’s algorithm is implemented to
smooth the bulk mesh. Additionally, a remeshing scheme is also utilised in case
this algorithm does not improve the mesh quality above a specific threshold. This
scheme is based on the Mesh2D toolbox (Engwirda, 2005, 2014).

Since we defined a quadratic finite element mesh for the surface in Appendix A.3,
we can use the quadratic parameterisation to equidistribute the mesh. To do this,
we need to define a transformation from a reference element from −1 to 1 to each
element of the piecewise quadratic curve Γq and to compute the arc length of each
element. Then we can use the De Boor’s algorithm to reorganise the nodes such that
the distance between each pair of adjacent nodes is equal. After that, we can use
the inverse transformation to reconstruct the curve. We might use several iterations
to improve the equidistribution.

Let us start by defining the transformation and the element arc length. Let ex1,

ex2 and ex3 be respectively the start-, the end- and the middle-nodes of an element
(Γq)e. The transformation then is:

ex(ξ) = eθ1(ξ) ex1 + eθ2(ξ) ex2 + eθ3(ξ) ex3, (A.45)

where eθi are defined in Eqs. (A.30) to (A.32). The arc length of each element eAl

equals the integral of the Jacobian given in Eq. (A.33), that is:

eAl =

∫ 1

−1

√√√√( 3∑
i=1

d eθi
dξ exi

)2

+

(
3∑
i=1

d eθi
dξ eyi

)2

dξ, (A.46)

which can be approximated by Gaussian quadrature as:

eAl ≈
NGP∑
p=1


√√√√( 3∑

i=1

d eθi
dξ

(ξp)xi

)2

+

(
3∑
i=1

d eθi
dξ

(ξp)yi

)2

wp

 , (A.47)

where NGP are the number of Gaussian points and ξp are those Gaussian points.
Let us now compute the total arc length:

Al =
Eq∑
e=1

eAl. (A.48)

Since we want an equidistant surface mesh each element must have Al/E
q arc

length. Therefore, by the De Boor’s algorithm we can find the node locations that
equidistribute the mesh.

Let Aze
l be the arc length from the first node until the end of element e, e.g. if

e = 3, Az3
l = A1

l +A2
l +A3

l . Since each element must have arc length Al/E
q we need to
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find a new ex2, say ex̂2, such that the new arc length is Âze
L = eAl/E

q. Thus, by De
Boor’s algorithm we need to find and element r such that: A

zr−1

l ≤ (eAl/E
q) ≤ Azr

l .
This means that ex̂2 belongs to element r. Then we find: ex̂2 such that:

eAl/E
q − A

zr−1

l =

∫ ξ(ex̂2)

−1

√√√√( 3∑
i=1

d rφi
dξ rxi

)2

+

(
3∑
i=1

d rφi
dξ ryi

)2

dξ. (A.49)

Again we can use Gaussian quadrature to approximate ξ(ex̂2), although we need
to iterate several times. Once we have ξ(ex̂2) we can use Eq. (A.45) on element r
to find ex̂2.

For the bulk mesh smoothing we can use the method introduced in (Durand et al.,
2019). The smoothing is performed by solving a linear elasticity deformation where
every element whose shape is not regular is considered to be strained. Therefore,
the loads are proportional to that strain. For general geometries the boundary is
fixed. Then the mathematical formulation is:

∇ · (σ − σs) = 0, (A.50)

u(x) = 0, (A.51)

where σs is the stress induced by the irregularity of the elements. Following the
procedure of Appendix A.4 the algebraic problem is given by: find U ∈ R2Nb such
that: ∫

Ωh

B>IBU =

∫
Ωh

Fs, (A.52)

where I is the three-dimensional identity matrix and Fs is the force induced by the
strain given by:

Fs = B>IBU ?, (A.53)

and U ? are the nodal displacements from the irregular triangles to reference regular
triangles, see Fig. A.1. In addition, in Fig. A.1 is the best fitting regular reference
element whose vertices can be found by a least-square method.

As can be seen, the displacements in Fig. A.1 are local. To build U ? we only
need to sum all the local displacements of a node.

Furthermore, the method can be modified to improve the minimum quality Qmin

in expense of the average quality. Let us start by defining the metric. For a triangle
it is given by (Durand et al., 2019):

QT =

6

√
aT√

3

pT


2

, (A.54)

where aT and pT are respectively the area and perimeter of the triangle. The
numerator equals the perimeter of a regular triangle with area a. To improve the
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Figure A.1: Displacements (green arrows) from an irregular triangle (red triangle)
to a regular triangle (blue triangle).

minimum quality, we can multiply the local displacements by:

1−Q

1−Qmin

.

Therefore, elements with less quality are prioritised.
Finally, if this method fails in improving Qmin above some threshold, say Q?

min,
we can use the Mesh2D toolbox (Engwirda, 2005, 2014) to remesh the domain. Since
the bulk variables are not solve in a time dependent fashion it is not necessary to
map the variables after the remeshing scheme. Additionally, the equidistant surface
mesh is provided as an input to Mesh2D and remains unmodified. Therefore, the
surface variables do not need to be mapped either.
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