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## Abstract

In this work exact solutions of the field equations in the metric formalism of $f(R)$ theory are found for a spherical non-rotating and electrically charged mass distribution within the framework of the non-linear Born-Infeld theory. From these solutions the Black Hole temperature, entropy and specific heat are found and it was demonstrated that they coincide with the analogous quantities for the Reissner-Nordström Black Hole of General Relativity with cosmological constant. It is also found a hypergeometric model of cosmologically viable $f(R)$, whose main characteristic is to generalize the well-known Starobinsky and Hu-Sawicki models. In Chapter 2 there is a review of the metric formalism of $f(R)$ theory, the the field equations are found and since the $f(R)$ theory of gravity can be expressed as a scalar-tensor theory with a scalar degree of freedom $\phi$, by a conformal transformation, the action and its Gibbons-York-Hawking boundary term are written in the Einstein frame and the field equations in this frame are written. An effective potential is defined from part of the trace of the field equations in such a way that it can be calculated as an integral of a purely geometric term. This potential as well as the scalar potential are found, plotted and analyzed for some viable models of $f(R)$ and for two other proposed new, shown viable, models.
In Chapter 3, a cosmologically viable hypergeometric model in the modified gravity theory $f(R)$ is found from the need for asintoticity towards $\Lambda$ CDM, the existence of an inflection point in the $f(R)$ curve, and the conditions of viability given by the phase space curves ( $m, r$ ), where $m$ and $r$ are characteristic functions of the model. To analyze the constraints associated with the viability requirements, the models were expressed in terms of a dimensionless variable, i.e. $R \rightarrow x$ and $f(R) \rightarrow y(x)=x+h(x)+\lambda$, where $h(x)$ represents the deviation of the model from General Relativity. Using the geometric properties imposed by the inflection point, differential equations were constructed to relate $h^{\prime}(x)$ and $h^{\prime \prime}(x)$, and the solutions found were Starobinsky (2007) and Hu-Sawicki type models, nonetheless, it was found that these differential equations are particular cases of a hypergeometric differential equation, so that these models can be obtained from a general hypergeometric model. The parameter domains of this model were analyzed to make the model viable.
Solutions of the field equations in $f(R)$ theory of gravity are found in Chapter 4 for a spherically symmetric and static spacetime in the non-linear electrodynamic theory of Born-Infeld (BI). It is found that the models allowed under these conditions must have the parametric form $\left.f^{\prime}(R)\right|_{r}=m+n r$, where $m$ and $n$ are constants, whose values and signs have a strong impact on the solutions, as well as on the form and range of the function $f(R)$. When $n=0, f(R)=m R+m_{0}$ and Einstein-BI solution is found. When $m \neq 0$ and $n \neq 0$, the theory $f(R)$ is asymptotically equivalent to General Relativity (GR), so that the solutions of Schwarzschild and $f(R)$-ReissnerNordström can be written in some limits. Similarly, if $n>0$ and $r \gg 1$, the form of $f(R)$ can be approximated by an expansion in series and as a particular case, when $R_{S}=-\frac{m^{2}}{3 n}$, can be found explicitly $f(R)=m R+2 n \sqrt{R}+m_{0}$. Finally, the solutions, scalar curvature and parametric form of
the function $f(r)$ in the non-linear regime ( $m=0$ ) of the $f(R)$ theory are found, and some models are plotted for specific values of $m$ and $n$.
In Chapter 5 it is used the conformal transformation between Jordan and Einstein frames in the formalism of the scalar-tensor theory, and the definitions of scalar field potentials, to determine in which cases the exact solutions shown here evade some generalized non-hair theorems for $f(R)$ theory. Also, the Starobinsky quadratic model is linearized using Green functions.
Some relevant Black Hole thermodynamic properties, namely entropy, temperature and specific heat are described and in some cases plotted, depending on the parameters $m, n, q$ and $\Lambda$, of the $f(R)$ model, for the solutions found in Chapter 4. The technique used to calculate the Black Hole entropy is the Wald method and the symplectic potentials are calculated. It is found that the Black Hole entropy in this theory is no longer proportional to the square of the radius of the horizon, but that its expression changes according to the value of $m$ and $n$.
Finally, the results are discussed in Chapter 7.
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## INTRODUCTION

### 1.1 Introduction

At this time, General Relativity (GR) is the most powerful and even beautiful known theory of gravity and space-time. GR was postulated by Albert Einstein around 1916, and ever since, it has explained in a very precise and amazing way many astrophysical phenomena, among which stand out the precession of perihelia, gravitational lensing and the astonishing success of predicting the existence of Black Holes, only to name a few [47, 119, 141, 164]. However, these experimental tests involve weak gravitational fields ${ }^{1}$, and, at the date of this dissertation, GR continues without any test in the strong regime field.
Despite this, there are important observational facts that suggest the need to turn our eyes towards the foundations of GR or any other theory that pretends to predict the dynamics of the Universe. At the cosmological level, there are open questions like the accelerated expansion of the Universe, which plays an important role since its possible explanation requires introducing a new hypothetical type of matter and energy with the unearthly characteristic of having negative pressure. Such a supposition can be interpreted in the Einstein Field Equations as a cosmological constant; however, there is no definitive proof that allows us to assert this hypothesis, and at the moment, Energy and Dark matter are only amendments made to Relativity.
The question is, should we redefine our physical concepts about energy and matter or suppose that GR is not the final theory? There is not yet a final word on this subject, nevertheless there are two ways to face it. The first way is to trust that this type of matter really exists, and wait for the development in a foreseeable future of modern techniques and measurement systems that can track their gravitational signatures with high precision; the second way, modify GR so

[^0]that we can understand the accelerated expansion of the Universe as an intrinsic phenomenon of another more general theory of gravity.
Those reasons make it necessary to think that GR cannot be considered as the ultimate theory of gravity, and one possible way to address this issue, taking advantage of all right predictions of GR, is redefining some of its structural characteristics, trying then to retake GR as an approximation, e.g. at first order for weak fields. Therefore, regardless of the new theory, its predictions must also agree with observations in the strong field regime in order to be considered as a more general theory than GR. In this sense objects such as Black Holes and Neutron stars would be used as perfect scenarios to see the behaviour of strong gravitational fields with high curvatures[149]. Such astronomical objects will be crucial to determine the underlying link in their nature between Quantum Mechanics and General Relativity.
This point is of great importance, since on the one hand, Black Holes behaves as a thermodynamical systems, and on the other, Quantum Mechanics describe the thermodynamics as a purely atomic effect and quantities as temperature or entropy are statistical averages over the ensembles with which the system is modeled. So it is worth asking again the following: is gravity a fundamental interaction in physics? Or it can be considered as a manifestation of phenomena such as heat or entropy? In these direction, papers have been written that claim to be able to calculate gravitational parameters as an effective cosmological constant from a modified Friedman equation, or even the Field Equations derived from an entropic formulation of gravity [13, 60, 167, 190].
The problem of making a super theory that unifies GR and Quantum Mechanics has no solution to the date; however, there are enormous efforts in theoretical physics in this sense [51, 104, 168, 183], and we expect that a full understanding of Black Holes will solve this problem, of course, linked to the hope that in the near future accurate measures close to the event horizon of the black hole (BH) at center of the Milky Way can be made [94, 95, 158]. This could also offer the possibility to take valuable information about the viability of the new theories and/or to impose restrictions on General Relativity, as well as to discard those theories that are not in agreement with observations.

The task of finding the new theory of gravity has had several proposals: as gravitational scalar fields [130, 166]; extra spatial dimensions [33, 49, 105]; higher order terms of the curvature scalar $R$, or of the trace of the stress-energy tensor $T$ in the action [56, 75]. The last one constitutes the most natural generalization of the General Relativity, since the field equations in this theory result in the Einstein field equations as a particular case. Concretely, this work is based on the last model, i.e. $f(R)$ theory, where the gravitational action is a generalization of the Einstein-Hilbert action written in terms of a function [173] of the scalar curvature $R$, this is, higher-order curvature invariants of the Ricci scalar are introduced.
As a mathematical tool, $f(R)$ gravity admits any function of $R$, however physically there are a few
models that can be considered as real candidates to be taken into account, and there is no reliable observational tests to discard or reaffirm the Dark matter model over $f(R)$ and vice versa. In spite of this, $f(R)$ gravity has the interesting advantage to address from a purely geometric perspective those problems that GR has not been solved without having to enter ad-hoc hypothesis, thus providing new insights into the concept of gravity at different scales; for example $f(R)=R^{-n}$ with $n>0$ [48] describes the accelerated expansion of the Universe without using Dark matter, and the same argument to galactic scales to explain the profiles of its rotation curves [22, 42, 116].

We can summarize the conceptual advantages of $f(R)$ gravity as

- It is a theory that does not compete or put aside GR, but quite opposite, it takes advantage of the fundamentals of GR and generalizes it.
- Different terms involving powers of $R$ may dominate the dynamics of different stages of the Universe evolution, as Inflation or the currently acceleration expansion.
- $f(R)$ gravity is an intrinsically geometric alternative to Dark Energy and Dark Matter. Even, without ruling out the Dark Matter model, $f(R)$ could offer another perspective that helps to understand the nature of the type of matter, for example through the galaxy rotation curves.
- Some models have passed the observational tests arising from large scale structure to Solar System scales, thus becoming true viable models.


### 1.1.1 Thermodynamics of the Black Holes beyond General Relativity

As in General Relativity, the simplest solution of the field equations in $f(R)$ theory (2.28) is the de Sitter (Anti de Sitter [AdS]) spacetime, which represents a sourceless maximally symmetric 4D-manifold with a positive (negative) cosmological constant $\Lambda$, and Hawking and Page [82] were the first to study the Thermodynamics of BH in the AdS spacetime. They found the relation between entropy and event horizon area from the Euclidean action of a Schwarzschild AdS BH solution through the canonical ensemble, and found that such black holes in asymptotically AdS spacetime have positive specific heat at high temperatures and can be in equilibrium stable with the thermal radiation at a fixed temperature. Then, Bousso and Hawking studied the quantum evaporation of Schwarzschild AdS BH [25], and found that for BH whose size is comparable to that of the cosmological horizon, this process differs from the asymptotically flat BH , moreover, they found that these quantum Schwarzschild AdS BH can anti-evaporate. Alternatively, in [57] studied the problem of finding static and spherically symmetric BH solutions in Schwarzschild AdS BH. Equally important was the expression for the Schwarzschild AdS BH entropy for $f(R)=1 / R$ gravity derived by Brevik et. al. [31], who used the Noether charge method [90] to find the modified entropy

$$
\begin{equation*}
S=A_{H} / 3 G \tag{1.1}
\end{equation*}
$$

then extend it to any spacetime of dimension $D$ to find

$$
\begin{equation*}
S=\frac{D}{2+D} \frac{A}{2 G} \tag{1.2}
\end{equation*}
$$

Important theorems of GR have been extended to high-order theories of gravity, for example Whitt found that the Birkhoff's theorem is still valid for $f(R)=R+\alpha R^{2}$, that is, the Schwarzschild metric is the only solution of the spacetime outside a spherically and static object [197]. Jacobson and Myers derived a general formula for the entropy of stationary BH in Lovelock theory of gravity ${ }^{2}$, and they found that this expression is not simply one quarter of the surface area of the horizon, but contains additional intrinsic curvature invariants integrated over the horizon [92], and in [91] presented two cases in higher curvature gravity where the entropy is always increasing: (i) quasi-stationary processes ${ }^{3}$ in which a BH accretes positive energy matter, and (ii) for $f(R)=R+P(R)$ the entropy satisfies the Second Law in any processes involving matter fields that satisfy the null energy condition. The expression for the entropy that they found is

$$
\begin{equation*}
S=\frac{1}{4 G} \int_{H} d^{D-2} x \sqrt{|h|}\left[1+P^{\prime}(R)\right], \tag{1.3}
\end{equation*}
$$

where $P(R)$ stands for a polynomial of the Ricci Scalar, that is

$$
\begin{equation*}
P(R)=\sum_{n=2} a_{n} R^{n} \tag{1.4}
\end{equation*}
$$

$P^{\prime}(R)$ is its derivative and $D$ is the arbitrary dimension of the spacetime. Similarly Cañate et. al. showed analytically and numerically the absence of the geometric hair for asymptotically flat, static and spherically symmetric BH solutions, and for several classes of $f(R)$ models [38].
On the other hand, $f(R)$ theory (metric and Palatini formalism) is equivalent to the Scalar-Tensor Gravity (ST-G) because the action of $f(R)$ theory can be written as the action of the Brans-Dicke theory (details can be found in the next chapter). Important research of BH in Brans-Dicke theory was developed by Hawking in 1972, since he found that a stationary spacetime containing a BH is a solution in the Brans-Dicke theory if and only if it is a solution in GR [77]. This result was extended (with some conditions) by Sotiriou and Faraoni, to the fairly general class of ST-G (included the $f(R)$ theory) [174]. It was shown the BH entropy in the BD-Maxwell theory by Cai and Myung [34] from the Brans-Dicke action, where potential

$$
\begin{equation*}
U(\phi) \propto F_{\mu \nu} F^{\mu v} \tag{1.5}
\end{equation*}
$$

and $F_{\mu \nu}$ is the Maxwell field. They found that the entropy is proportional to the horizon area $A_{H}$, but mediated by the scalar function $\varphi$

$$
\begin{equation*}
S=\frac{A_{H}}{4 G} \varphi, \tag{1.6}
\end{equation*}
$$

[^1]where $\varphi$ is evaluated at the outer horizon, so due to the scalar field, the area formula is no longer valid in BD theory, for related discussion read [35, 64, 194].
In 2005 Cognola et. al. reported the entropy associated with BH solutions with constant curvature in $f(R)$ gravity [53],
\[

$$
\begin{equation*}
S=\frac{A_{H}}{4 G} f^{\prime}(R) \tag{1.7}
\end{equation*}
$$

\]

which is found making use of the Noether charge method, see also [7, 53, 64, 74, 191].
In reference [127], Mureika et. al. analysed the thermodynamics of the static non-rotating, rotating and regular Black Holes in the Modified Gravity (MOG). They started from the general action of the Scalar Tensor Vector Gravity (STVG) theory that contains the Einstein-Hilbert action (plus cosmological constant), the action of a massive vector field, the action of scalar fields and the action for pressureless matter, for details see [120]. Mureika et. al. derived the temperature and entropy for static and non-rotating BH from standard thermodynamics, and concluded that the Bekenstein-Hawking bound is modified in MOG. Recently, Sourshfar et. al. studied the thermodynamic behaviour, stability conditions and phase transition of BH in $f(R)$ gravity in three types, static, static charged and rotating charged [172], using the thermodynamic geometry methods, introduced by Weinhold[196], Ruppeiner [161] and Quevedo [152]. They assumed a model for $f(R)$ and started from an action for each type of BH , and concluded that the changes in the parameters of the spacetime affect the number of phase transitions of each type of BH.
Another important progress in the research of the BH Thermodynamics in $f(R)$ gravity for static spherically symmetric BH spacetime, was made by Akbar and Cai, since they found the field equations (2.28) can be written in the form of the first law $d E=T d S-P d V+T d \bar{S}$, where $T$ is the Hawking temperature, $S$ is the horizon entropy of the black hole, $E$ is the horizon energy of the black hole, $P$ is the radial pressure of matter, $V$ is the volume of black hole horizon, and they interpreted $d \bar{S}$ as an entropy production term due to nonequilibrium thermodynamics of spacetime [8].

### 1.1.2 Conventions

Throughout this work we are going to use

- $(-,+,+,+)$ as the signature of the metric tensor $g_{\mu v}$.
- The Greek indices $(\mu, v, \ldots)$ running over $0,1,2,3$.
- Planck units, where $c=G=\hbar=k_{e}=k_{B}=1$.



## MODIFIED GRAVITY

Just like GR, $f(R)$ gravity describes a dynamical tensorial field $g_{\mu \nu}$ that depends on the distribution of matter and energy and relates it to the geometry of the space-time through the Field equations, which are found as the critical points of an action written from a lagrangian density.

In general there are three ways to vary the lagrangian, called formalisms, as described bellow; however, we only will focus on the Metric formalism. In this chapter it is described the equivalence between $f(R)$ gravity and the scalar tensor theory for some viable models. [140] strogradsky As usual, the Lagrangian characterising a system is chosen such that it does not depend on higher time derivatives of the positions than two. This is because the state of the system is univocally determined by the initial conditions of position and velocity and the equations of motion are second order differential equations relating the positions, velocities and accelerations.

### 2.1 Introduction

The constant efforts to modify the General Relativity in order to apply it at large scales started about 1933, when F. Zwicky concluded from observational data that the dynamical behaviour of clusters of galaxies did not correspond to the theoretical predictions, so he assumed that the content of non-luminous matter of the Universe must be greater than the content of luminous matter [202], which can be considered as the first hyphotesis of the existence of Dark matter (DM). Likewise observational cosmology[103, 109, 146, 155, 169, 177] has indicated that the Universe has experimented two phases of cosmic acceleration:

- Inflation [73, 110, 113] (before the radiation dominated epoch): this phase is required to solve the flatness and horizon problems, and explains part of the spectrum of temperature
anisotropies observed in the Cosmic Microwave Background (CMB).
- Dark energy [54, 68, 182](after matter dominated epoch): the current acceleration expansion of the Universe.

However, due to the attractive gravitational effects of the baryonic matter, it is impossible to explain these acceleration phases only with its positively contributions of pressure and energy density to the dynamic of the Universe. Although this is an open problem, and these phases of acceleration are not fully understood, there are models that can account for them, such as: String Theory[16, 17, 96, 101], Big Bounce model[100, 138, 193], Loop quantum gravity[23, 189], among others for the case of Inflation; and Quintessence[27, 97, 128] and Cosmological constant[47, 143, 155, 195], among others for Dark energy. The last model, Cosmological constant (represented in the Einstein field equations by $\Lambda$ ), interpreted as a new component of energy with negative pressure, together with the model of DM, is known as $\Lambda$-Cold Dark Matter model ( $\Lambda$ CDM). Now, almost 90 years after the publication of Zwicky, the nature of the constituents of the DM has not been fully explained or detected experimentally, and there are a major problems to test the Dark Energy model, because the vacuum energy density strongly depends on the high-scale physics scenario, so that the required corrections are perturbatively unstable [115, 195, 199]. Furthermore, $\Lambda$ CDM does not explain inflation epoch because the radiation dominated phase started when inflation ended.
Alternatively, some models of Modified Gravity as the Scalar Tensor Gravity has been able to describe the galaxy rotation curves without the dark matter component [121-123]; and recent progress has been made in the $f(R)$ theory to explain the accelerated expansion of the Universe without the necessity to introduce the cosmological constant [170, 184, 188].
The $\Lambda$ CDM model is a paradigm in physics due to the problems mentioned before; however, another solution for them could be the Gravity modified compared with GR in the context of $f(R)$. The power of this theory relies on a higher order curvature gravity, and therefore it is expected to reproduce the Einstein Field equations with cosmological constant ( $\Lambda \mathrm{CDM}$ ) when $f(R)=R-2 \Lambda$. Thus $f(R)$ theory allows, for example, to generalize the functional form for the $\Lambda$ CDM model, to $f(R)=a_{1} R+a_{2} R^{2}$, with $a_{1}, a_{2}$ constants. The effects of expansion traced in the term $a_{2} R^{2}$, have been studied first by Starobinsky, which constituted the first model for inflation [178]; and, as indicated by De Felice and Tsujikawa [56], this model is a very good alternative to scalar fields because it is well consistent with the temperature anisotropies observed in CMB.

However, in spite of the progress in the modified gravity, it is not a widely accepted theory that satisfies the gravity constrictions [9, 171, 185] of the cosmological purposes at large structure as well as to the scales of BH , and instead of this it is not easy to find a $f(R)$ model $[14,63,99,118$, $162,186]$.

### 2.2 Formalisms of the modified gravity

The $f(R)$ gravity emerges directly by a generalization of the Einstein-Hilbert action written as a function of the Ricci scalar. Equations of motion are derived from the principle of least action varying the same gravitational lagrangian with respect to the metric and/or the connection, the three formalisms $[66,173,175,176]$ to derive the field equations in this theory are:

1. Metric formalism: connection or Christoffel symbols are dependent on the metric tensor $g_{\mu \nu}$ and the variation of the action is made with respect to $g_{\mu v}$.
2. Palatini formalism: connection and metric tensor are independent variables, and the variation of the action is made with respect to both. Action matter is independent of the connection.
3. Metric-affine formalism: the same for Palatini formalism, but in this case the action matter depends on the connection.

Obviously, the Palatini formalism is obtained from Metric-affine one, as a particular case. Thus, basically there are only two formalisms. It is important to mention that both formalisms lead to the Einstein field equations when $f(R)=R$, although this does not hold for more general density Lagrangian functions.

In this dissertation we are going to work only with the Metric formalism, in which equations of motion are found varying the lagrangian only with respect to the metric.

The Einstein Equations or Field Equations in GR can be obtained in the metric formalism from the variational principle [47]

$$
\begin{equation*}
\delta I=0 \tag{2.1}
\end{equation*}
$$

where the action is related to the fields $\phi^{\mu}$ by the Lagrangian density $\mathscr{L}\left(\phi^{v}, \phi_{, \mu}^{v}\right)$,

$$
\begin{equation*}
I=\int d^{4} x \mathscr{L}\left(\phi^{v}, \phi_{, \mu}^{v}\right) \tag{2.2}
\end{equation*}
$$

where $\phi_{, \mu}$ stands for derivative with respect to the $x^{\mu}$ coordinate. In General relativity, the dynamical variable is the metric ${ }^{1} g_{\mu v}$, the Lagrangian must be written in terms of it. However, the Riemann tensor, $R_{\mu \beta v}^{\alpha}$, contains all the information about the geometry of space-time, and it is defined in terms of the metric tensor through the Christoffel symbols $\Gamma_{\mu \nu}^{\alpha}$ [47, 164]

$$
\begin{equation*}
R_{\mu \beta v}^{\alpha}=\Gamma_{\mu v, \beta}^{\alpha}+\Gamma_{\beta \sigma}^{\alpha} \Gamma_{\mu v}^{\sigma}-\Gamma_{\mu \beta, v}^{\alpha}-\Gamma_{v \sigma}^{\alpha} \Gamma_{\mu \beta}^{\sigma}, \tag{2.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma_{\mu \nu}^{\alpha}=\frac{1}{2} g^{\alpha \lambda}\left(g_{\mu \lambda, v}+g_{v \lambda, \mu}-g_{\mu v, \lambda}\right) . \tag{2.4}
\end{equation*}
$$

[^2]From the Riemman tensor, the Ricci scalar $(R)$ is defined. $R$ is the only independent scalar constructed from the Riemman tensor. The Ricci scalar is obtained from $R=g^{\mu \nu} R_{\mu \nu}$, where $R_{\mu \nu}$ is the Ricci tensor, defined as $R_{\mu v}=R_{\mu \alpha v}^{\alpha}$, thus

$$
\begin{equation*}
R_{\mu \nu}=\Gamma_{\mu v, \alpha}^{\alpha}+\Gamma_{\alpha \sigma}^{\alpha} \Gamma_{\mu v}^{\sigma}-\Gamma_{\mu \alpha, v}^{\alpha}-\Gamma_{v \sigma}^{\alpha} \Gamma_{\mu \alpha}^{\sigma} . \tag{2.5}
\end{equation*}
$$

General Relativity is grounded on the Einstein-Hilbert action, proposed as

$$
\begin{equation*}
I_{H}=\int d^{4} x \mathscr{L}_{H}\left(g^{\mu v}, R\right) \tag{2.6}
\end{equation*}
$$

where the lagrangian density is defined as

$$
\begin{equation*}
\mathscr{L}_{H}\left(g^{\mu v}, R\right)=\sqrt{-g} R . \tag{2.7}
\end{equation*}
$$

The full action, containing the terms associated to matter fields is written as

$$
\begin{equation*}
I=\frac{1}{2 \kappa} I_{H}+I_{M}, \tag{2.8}
\end{equation*}
$$

with the constant ${ }^{2} \kappa=8 \pi$.

### 2.3 Field equations

The $f(R)$ theory is based on a modification of the Einstein-Hilbert (E-H) action (2.6), that is to say the Lagrangian density is an arbitrary function of the Ricci scalar. The modified action is supposed to be the sum of a term that constitutes the generalization of the E-H action defined over a hypervolume $\Sigma[56,173$ ] plus a Gibbons-York-Hawking boundary ( $\partial \Sigma$ ) term [59, 71]

$$
\begin{equation*}
I_{m}=I_{m}^{\prime}+I_{G Y H} \tag{2.9}
\end{equation*}
$$

where we will suppose the modified action in the so called Jordan frame as

$$
\begin{equation*}
I_{m}^{\prime}=\int_{\Sigma} d^{4} x \sqrt{-g} f(R) \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{G Y H}=2 \int_{\partial \Sigma} d^{3} x \varepsilon \sqrt{|h|} F(R) K \tag{2.11}
\end{equation*}
$$

where $f=f(R)$ and $F=F(R)=f^{\prime}(R)=d f(R) / d R$, and with $h$ the determinant of the induced metric, defined as

$$
\begin{equation*}
g^{\mu v}=h^{\mu v}+\varepsilon n^{\mu} n^{v}, \tag{2.12}
\end{equation*}
$$

[^3]and
\[

$$
\begin{align*}
K & =n_{; \mu}^{\mu} \\
& =h^{\mu v} n_{v ; \mu} \\
& =h^{\mu \nu}\left(\partial_{\mu} n_{v}-\Gamma_{\mu v}^{\alpha} n_{\alpha}\right), \tag{2.13}
\end{align*}
$$
\]

is the trace of the extrinsic curvature at the boundary $\partial \Sigma, n_{\mu}$ is the unit normal to $\partial \Sigma$, and $\varepsilon=n_{\mu} n^{\mu}$ is equal to $1(-1)$ if $\partial \Sigma$ is timelike (spacelike) hypersurface, and with no contribution of the variation of the metric tensor at the boundary

$$
\begin{equation*}
\left.\delta g_{\mu \nu}\right|_{\partial \Sigma}=0 . \tag{2.14}
\end{equation*}
$$

Variation of the modified action produces

$$
\begin{align*}
\delta I_{m} & =\delta I_{m}^{\prime}+\delta I_{G Y H} \\
& =\int_{\Sigma} d^{4} x \delta(\sqrt{-g} f(R))+2 \int_{\partial \Sigma} d^{3} x \varepsilon \sqrt{|h|} \delta(F(R) K) \\
& =\int_{\Sigma} d^{4} x(\sqrt{-g} \delta f+f \delta \sqrt{-g})+2 \int_{\partial \Sigma} d^{3} x \varepsilon \sqrt{|h|}(F \delta K+K \delta F), \tag{2.15}
\end{align*}
$$

where it has been taken into account in the second line that the induced metric $h_{\mu v}$ is constant on $\partial \Sigma$, and the variation of $K$

$$
\begin{align*}
\delta K & =h^{\mu \nu} \delta\left(\partial_{\mu} n_{v}-\Gamma_{\mu \nu}^{\alpha} n_{\alpha}\right)+\left(\partial_{\mu} n_{v}-\Gamma_{\mu \nu}^{\alpha} n_{\alpha}\right) \delta h^{\mu \nu} \\
& =-h^{\mu v} \delta\left(\Gamma_{\mu \nu}^{\alpha}\right) n_{\alpha} \\
& =\frac{1}{2} h^{\mu \nu}\left(\delta g_{\mu v ; \lambda}\right) n^{\lambda} \tag{2.16}
\end{align*}
$$

where we have used the variation of the connection Eq. (A.14) in the Appendix A. From the identity

$$
\begin{equation*}
\delta g=-g g_{\mu \nu} \delta g^{\mu \nu} \tag{2.17}
\end{equation*}
$$

it is found

$$
\begin{equation*}
\delta \sqrt{-g}=-\frac{1}{2} \sqrt{-g} g_{\mu \nu} \delta g^{\mu \nu} \tag{2.18}
\end{equation*}
$$

and noting that the variation of the Ricci scalar is given by Eq. (A.17), thus

$$
\begin{align*}
& F \delta R=F R_{\mu v} \delta g^{\mu v}-F\left(\delta g^{\mu v}\right)_{; \mu v}+F g_{\mu v}\left(\delta g^{\mu v}\right)_{; \alpha}^{; \alpha} \\
& 9) \quad=\left(F R_{\mu \nu}-F_{; \nu \mu}+g_{\mu \nu} F_{; \alpha}^{; \alpha} \delta g^{\mu v}-F\left(\delta g^{\mu v}\right)_{; \mu v}+F_{; v \mu} \delta g^{\mu v}+g_{\mu v} F\left(\delta g^{\mu v}\right)_{; \alpha}^{; \alpha}-g_{\mu \nu} F_{; \alpha}^{; \alpha} \delta g^{\mu v},\right. \tag{2.19}
\end{align*}
$$

and as we will later in the Wald method, this corresponds to an expansion using the chain rule

$$
\begin{align*}
& F \delta R=\left(F R_{\mu \nu}-F_{; \nu \mu}+g_{\mu \nu} F_{; \alpha}^{; \alpha}\right) \delta g^{\mu v}-\left[F\left(\delta g^{\mu v}\right)_{; \mu}\right]_{; v}+\left(F_{; \nu} \delta g^{\mu v}\right)_{; \mu}+ \\
& \quad g_{\mu v}\left[F\left(\delta g^{\mu v}\right)_{; \alpha}\right]^{; \alpha}-g_{\mu \nu}\left(F_{; \alpha} \delta g^{\mu \nu}\right)^{; \alpha} \tag{2.20}
\end{align*}
$$

therefore

$$
\begin{align*}
& \delta I_{m}= \int_{\Sigma} d^{4} x \sqrt{-g}\left(F \delta R-\frac{1}{2} f g_{\mu v} \delta g^{\mu v}\right)+\int_{\partial \Sigma} d^{3} x \varepsilon \sqrt{|h|}\left(n^{\lambda} F h^{\mu v}\left(\delta g_{\mu v ; \lambda}\right)+2 K F^{\prime} \delta R\right) \\
&= \int_{\Sigma} d^{4} x \sqrt{-g}\left\{\left(F R_{\mu v}-\frac{1}{2} f g_{\mu v}-F_{; v \mu}+g_{\mu v} F_{; \alpha}^{; \alpha}\right) \delta g^{\mu v}-\left[F\left(\delta g^{\mu v}\right)_{; \mu}\right]_{; v}+\left(F_{; v} \delta g^{\mu v}\right)_{; \mu}+\right. \\
&\left.g_{\mu v}\left[F\left(\delta g^{\mu v}\right)_{; \alpha}\right]^{; \alpha}-g_{\mu v}\left(F_{; \alpha} \delta g^{\mu v}\right)^{; \alpha}\right\}+\int_{\partial \Sigma} d^{3} x \varepsilon \sqrt{|h|}\left(n^{\lambda} F h^{\mu v} \delta g_{\mu v ; \lambda}\right) \\
&= \int_{\Sigma} d^{4} x \sqrt{-g}\left(F R_{\mu v}-\frac{1}{2} f g_{\mu v}-F_{; v \mu}+g_{\mu v} F_{; \alpha}^{; \alpha}\right) \delta g^{\mu v}-\int_{\partial \Sigma} d^{3} x \varepsilon \sqrt{|h|}\left[n_{v} F\left(\delta g^{\mu v}\right)_{; \mu}-\right. \\
&\left.n_{\mu} F_{; v} \delta g^{\mu v}-g_{\mu v} n^{\alpha} F\left(\delta g^{\mu v}\right)_{; \alpha}+g_{\mu v} n^{\alpha} F_{; \alpha} \delta g^{\mu v}\right]+\int_{\partial \Sigma} d^{3} x \varepsilon \sqrt{|h|} F n^{\lambda} h^{\mu v} \delta g_{\mu v ; \lambda} \\
&= \int_{\Sigma} d^{4} x \sqrt{-g}\left(F R_{\mu v}-\frac{1}{2} f g_{\mu v}-F_{; v \mu}+g_{\mu v} F_{; \alpha}^{; \alpha}\right) \delta g^{\mu v}+\int_{\partial \Sigma} d^{3} x \varepsilon \sqrt{|h|}\left[g_{\mu v} n^{\alpha} F\left(\delta g^{\mu v}\right)_{; \alpha}\right]+ \\
& \quad \int_{\partial \Sigma} d^{3} x \varepsilon \sqrt{|h|} F n^{\lambda} h^{\mu v} \delta g_{\mu v ; \lambda} \tag{2.21}
\end{align*}
$$

where $\delta f=F \delta R, \delta F=F^{\prime} \delta R$, and it was assumed in the second line that $\delta R=0$, and the variation of the metric tensor equal to zero at the boundary, i.e. $\left.\delta g^{\mu \nu}\right|_{\partial \Sigma}=0$, at the third line. Now, using the Stokes theorem,

$$
\begin{align*}
\int_{\Sigma} d^{4} x \sqrt{-g} g_{\mu \nu}\left[F\left(\delta g^{\mu v}\right)_{; \alpha}\right]^{; \alpha} & =\int_{\partial \Sigma} d^{3} x \varepsilon \sqrt{|h|} g_{\mu v} n^{\alpha} F\left(\delta g^{\mu v}\right)_{; \alpha} \\
& =\int_{\partial \Sigma} d^{3} x \varepsilon \sqrt{|h|}\left(h_{\mu v}+\varepsilon n_{\mu} n_{v}\right) n^{\alpha} F\left(\delta g^{\mu v}\right)_{; \alpha} \\
& =\int_{\partial \Sigma} d^{3} x \varepsilon \sqrt{|h|} F n^{\alpha} h_{\mu v}\left(\delta g^{\mu v}\right)_{; \alpha} \tag{2.22}
\end{align*}
$$

and $\delta g_{\mu v}=-g_{\mu \alpha} g_{v \beta} \delta g^{\alpha \beta}$,

$$
\begin{align*}
\int_{\partial \Sigma} d^{3} x \varepsilon \sqrt{|h|} F n^{\lambda} h^{\mu v} \delta g_{\mu v ; \lambda} & =-\int_{\partial \Sigma} d^{3} x \varepsilon \sqrt{|h|} F n^{\lambda} h^{\mu v} g_{\mu \alpha} g_{v \beta}\left(\delta g^{\alpha \beta}\right)_{; \lambda} \\
& =-\int_{\partial \Sigma} d^{3} x \varepsilon \sqrt{|h|} F n^{\lambda} h_{\alpha \beta}\left(\delta g^{\alpha \beta}\right)_{; \lambda} \tag{2.23}
\end{align*}
$$

consequently

$$
\begin{equation*}
\delta I_{m}=\int_{\Sigma} d^{4} x \sqrt{-g}\left(F R_{\mu \nu}-\frac{1}{2} f g_{\mu \nu}-F_{; \nu \mu}+g_{\mu \nu} F_{; \alpha}^{; \alpha}\right) \delta g^{\mu v} \tag{2.24}
\end{equation*}
$$

If a contribution of matter $I_{M}$ is also taken into the total action [47]

$$
\begin{equation*}
I=\frac{2}{\kappa} I_{m}+I_{M} \tag{2.25}
\end{equation*}
$$

from (2.24), the stationary points are those for which $\delta S / \delta \phi^{\mu}=0$,

$$
\begin{equation*}
\frac{2}{\kappa}\left(F R_{\mu v}-\frac{1}{2} f g_{\mu v}+g_{\mu v} F_{; \alpha}^{; \alpha}-F_{; \mu v}\right)+\frac{1}{\sqrt{-g}} \frac{\delta I_{M}}{\delta g^{\mu v}}=0 \tag{2.26}
\end{equation*}
$$

where the definition of the energy-momentum tensor

$$
\begin{equation*}
T_{\mu v}=-2 \frac{1}{\sqrt{-g}} \frac{\delta I_{M}}{\delta g^{\mu v}} \tag{2.27}
\end{equation*}
$$

leads to the field equations in the $f(R)$ theory

$$
\begin{equation*}
f^{\prime}(R) R_{\mu \nu}-\frac{1}{2} f(R) g_{\mu \nu}-\left[f^{\prime}(R)\right]_{; \mu \nu}+g_{\mu \nu}\left[f^{\prime}(R)\right]_{; \alpha}^{; \alpha}=\kappa T_{\mu \nu} \tag{2.28}
\end{equation*}
$$

or written in terms of operators

$$
\begin{equation*}
f^{\prime}(R) R_{\mu \nu}-\frac{1}{2} f(R) g_{\mu \nu}-\nabla_{\mu} \nabla_{v} f^{\prime}(R)+g_{\mu v} \square f^{\prime}(R)=\kappa T_{\mu v} \tag{2.29}
\end{equation*}
$$

where the D'Alembertian is defined by $\square f^{\prime}(R)=\left[f^{\prime}(R)\right]_{; \alpha}^{j \alpha}$ and covariant derivatives $\nabla_{\mu} \nabla_{v} f^{\prime}(R)=$ $\left[f^{\prime}(R)\right]_{; \mu \nu}$. Field equations (2.29) are a set of fourth order partial differential equations from which Einstein field equations are obtained when $f(R)=R$.
The trace of the field equations (2.28), is obtained by multiplying by the metric tensor

$$
\begin{align*}
& F g^{\mu v} R_{\mu v}-\frac{1}{2} f g^{\mu v} g_{\mu v}-g^{\mu v} F_{; \mu v}+4 F_{; \alpha}^{; \alpha}=\kappa g^{\mu v} T_{\mu v} \\
& F R-2 f-F_{; \mu}^{; \mu}+4 F_{; \alpha}^{; \alpha}=\kappa T \\
& f^{\prime}(R) R-2 f(R)+3\left[f^{\prime}(R)\right]_{, \alpha}^{\alpha}=\kappa T \tag{2.30}
\end{align*}
$$

where $T$ is defined as $T=g^{\mu \nu} T_{\mu v}$. Even though Eq. (2.30) is a differential equation, as in GR, usually it is taken as an algebraic equation to relate $R, f(R)$ and $F(R)$. In GR, $T=0$ implies that $R=0$ only, but this does not hold in $f(R)$ theory.

On the other hand, the field equations (2.28) can be expressed in terms of the Einstein tensor

$$
\begin{equation*}
G_{\mu v}=R_{\mu \nu}-\frac{1}{2} R g_{\mu v} \tag{2.31}
\end{equation*}
$$

so

$$
\begin{equation*}
G_{\mu v}=\frac{1}{F}\left[\kappa T_{\mu v}-\frac{1}{2} g_{\mu v}(F R-f)+F_{; \mu v}-g_{\mu v} F_{; \alpha}^{; \alpha}\right], \tag{2.32}
\end{equation*}
$$

or

$$
\begin{equation*}
G_{\mu v}=\kappa\left[T_{\mu \nu}^{(M)}+T_{\mu \nu}^{(G)}\right] \tag{2.33}
\end{equation*}
$$

where it has been defined

$$
\begin{equation*}
T_{\mu \nu}^{(M)}=\frac{1}{F} T_{\mu \nu} \tag{2.34}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{\mu \nu}^{(G)}=\frac{1}{2 \kappa} g_{\mu \nu}\left(\frac{f}{F}-R\right)+\frac{1}{\kappa F}\left(F_{; \mu v}-g_{\mu \nu} F_{; \alpha}^{; \alpha}\right) \tag{2.35}
\end{equation*}
$$

so, it is possible to imagine $T_{\mu \nu}^{(G)}$ as an effective energy-momentum tensor that depends only on the scalar curvature, and therefore has a geometric meaning: its components can be interpreted as flux of curvature.
This reinforces the idea of using scenarios with high curvatures as BH or neutron stars, where this term can play an outstanding role in the dynamics of the space-time, and so allow to see the behaviour of $f(R)$ theory.

### 2.3.1 Stability of $f(R)$ theories.

Generalising Einstein's theory of gravity by means of an arbitrary function of $R$ has the advantage of sheltering its observational achievements by assuming functions of the form $R+\tilde{f}(R)$ when $\tilde{f}(R)$ tends to zero in some limit, but with profound gravitational or even quantum implications (e.g. the quadratic term in the Starobinsky model) in some other limit. However, care must be taken to ensure that this theory does not possess anomalies irreconcilable with the "good behaviour" that a theory must have in order to be considered a serious candidate to replace General Relativity, i.e. - be in agreement with observations at the cosmological and solar system level, - generate an effective mechanism that does not violate the causal structure of spacetime (next section), and - not possess ghost-like instabilities. And and since this field theory is described by a Lagrangian, it is worth reviewing Ostrogradsky's instability arguments in the formalism of Lagrangian mechanics, as described below.

In general, a Lagrangian describing any system, $L$, that depends up to the first time derivative of the coordinates, $q$, will possess an associated Hamiltonian, $H$, bounded below in terms of the conjugate momenta $p$, i.e., by means of Hamilton's equations, it is possible to invert the phase space to obtain a function of velocity in terms of position and momentum, $v=v(q, p)$, whereby

$$
\begin{equation*}
H=p v(q, p)-L, \tag{2.36}
\end{equation*}
$$

this clear independence of the Hamiltonian with respect to a linear momentum term imposes very strong conditions on the stability of the system, since the Hamiltonian will be positively defined. An underlying condition for the inversion process in phase space is that the Lagrangian is non-degenerate, i.e. $\frac{\partial^{2} L}{\partial \dot{q}^{2}} \neq 0$. The generalisation of this Hamiltonian stability to theories whose Lagrangians are non-degenerate and depend on higher orders derivatives is not possible, this result, known as the Ostrogradsky instability, is shown in detail in Appendix E, and can be seen explicitly in the linear dependence of the Hamiltonian on the $m-1$ canonically conjugate moments,

$$
\begin{equation*}
H=\sum_{n=1}^{m-1} p_{n} d_{t}^{(n)} q_{1}+p_{n} d_{t}^{(m)} q_{1}\left(q_{1}, \ldots, q_{m}, p_{m}\right)-L, \tag{2.37}
\end{equation*}
$$

associated to a Lagrangian that depends on derivatives of order $m$, with the condition of non-
degeneracy, read as

$$
\begin{equation*}
\frac{\partial^{2} L}{\partial\left(d_{t}^{(m)} q\right)^{2}} \neq 0 \tag{2.38}
\end{equation*}
$$

such that phase space becomes invertible and $q=q_{1}\left(q_{1}, \ldots, q_{m}, p_{m}\right)$. At this point it is evident that the dependence of the moments on time implies a Hamiltonian which could reach arbitrarily negative values.

### 2.3.2 The Cauchy problem

The physical viability of any theory is determined by the evolutive character that its equations of motion give to an initial condition of the fields and/or observables, in other words, the state of the system at some instant of time will be univocally determined by the initial conditions of the system through the dynamics imposed by the equations of motion. This behaviour is considered causal and the theory must correspond to a well-posed Cauchy problem. In General Relativity it implies that the definition of the time evolution of the fields in some particular configuration on a space-like hypersurface generates a unique final state through the field equations, which are hyperbolic.
The Cauchy problem also poses another important property that is necessary for the theory to be predictive: the stability of the states under small perturbations of the initial value problem, i.e. the field equations are not unstable under small perturbations of the initial fields and therefore the solutions cannot diverge from the solutions of the unperturbed case.
A well-known fact is that O'Hanlon's theory has a well-posed initial value problem [45]. In this theory, the Lagrangian can be expressed in general form as

$$
\begin{equation*}
I=\int d^{4} x \sqrt{-g}[R \phi-V(\phi)] \tag{2.39}
\end{equation*}
$$

varying this action are obtained the field equations

$$
\begin{equation*}
\phi G_{\mu v}+\frac{1}{2} V(\phi) g_{\mu v}+\phi_{; \alpha}^{; \alpha} g_{\mu v}-\phi_{; \mu v}=\kappa T_{\mu v} \tag{2.40}
\end{equation*}
$$

which are equivalent to the field equations in $f(R)$ gravity when

$$
\begin{equation*}
\phi=F(R) \quad \text { and } \quad R=\frac{d V(\phi)}{d \phi} \tag{2.41}
\end{equation*}
$$

this means that mathematically the theory $f(R)$ in the metric formalism can be interpreted as an O'Hanlon theory, provided that $F(R)$ can be invertible in order to obtain the scalar field $\phi$, in this way it can be concluded that $f(R)$ in the metric formalism has a well-posed initial value problem [45].

### 2.3.3 Conservation of energy

Any physical theory that describes any system in the Universe must be in accordance with the fundamental laws of local conservation of energy and momentum. For example, the laws of Thermodynamics that characterize the behaviour of an atomic system, at the background, are nothing more than conservation of energy and momentum laws described from a statistical (quantum) point of view, imposing relations between the characteristic quantities of the system as well as prohibiting some behaviours.

A necessary but not sufficient condition to state the laws of Thermodynamics in the context of Black Holes is that GR locally conserves energy and momentum, and since $f(R)$ satisfies this law, this reasoning could be extended at the generalization of GR to $f(R)$ theory. The law of conservation of energy and momentum for $f(R)$ theory can be observed as follows.

Taking the divergence of the field equations (2.28),

$$
\begin{equation*}
\kappa T_{; v}^{\mu v}=F_{; v} R^{\mu v}+F R_{; v}^{\mu v}-\frac{1}{2} f_{; v} g^{\mu v}-F_{; v}^{; \mu v}+g^{\mu v} F_{; \alpha v}^{; \alpha}, \tag{2.42}
\end{equation*}
$$

but

$$
\begin{equation*}
f_{; v}=\frac{\partial f}{\partial x^{v}}=\frac{\partial f}{\partial R} \frac{\partial R}{\partial x^{v}}=F R_{; v} \tag{2.43}
\end{equation*}
$$

so

$$
\begin{equation*}
\kappa T_{; v}^{\mu v}=F_{; v} R^{\mu v}+F R_{; v}^{\mu v}-\frac{1}{2} F R_{; v} g^{\mu v}-g^{\alpha \mu} F_{; \alpha v}^{; v}+g^{\mu v} F_{; \alpha v}^{; \alpha} \tag{2.44}
\end{equation*}
$$

rearranging some terms and relabel dummy indices

$$
\begin{equation*}
\kappa T_{; v}^{\mu v}=F_{; v} R^{\mu v}+F G_{; v}^{\mu v}-g^{\mu v}\left(F_{; v \alpha}^{; \alpha}+F_{; \alpha v}^{; \alpha}\right), \tag{2.45}
\end{equation*}
$$

where the Einstein tensor, from Bianchi identities, is divergence free [47, 164]

$$
\begin{equation*}
G^{\mu v}{ }_{; v}=0 \tag{2.46}
\end{equation*}
$$

thus

$$
\begin{equation*}
\kappa T_{; v}^{\mu v}=F_{; v} R^{\mu v}-g^{\mu v}\left(F_{; v \alpha}^{; \alpha}-F_{; \alpha v}^{; \alpha}\right), \tag{2.47}
\end{equation*}
$$

The Ricci tensor and the second covariant derivatives are related by

$$
\begin{equation*}
F_{; v \alpha}^{; \alpha}-F_{; \alpha v}^{; \alpha}=R_{\sigma v} F^{; \sigma}, \tag{2.48}
\end{equation*}
$$

thus

$$
\begin{equation*}
\kappa T^{\mu v}{ }_{; v}=F_{; v} R^{\mu v}-g^{\mu v} F^{; \sigma} R_{\sigma v}, \tag{2.49}
\end{equation*}
$$

$$
\begin{equation*}
\kappa T_{; v}^{\mu v}=F_{; v} R^{\mu v}-F_{; v} R^{\mu v} \tag{2.50}
\end{equation*}
$$

that is, $f(R)$ theory satisfies local conservation of energy and momentum

$$
\begin{equation*}
T_{; v}^{\mu v}=0 \tag{2.51}
\end{equation*}
$$

this equation involves an important conclusion: $f(R)$ theory is consistent with the Einstein Equivalence Principle which establishes local conservation of energy, which constitutes the necessary but not sufficient condition for establishing the relation between $f(R)$ gravity and Thermodynamics.

### 2.4 Modified gravity as scalar tensor theory

One of the most studied alternative theories to General Relativity is undoubtedly Brans-Dicke theory [26], which is a scalar-tensor theory of gravity, described by the scalar field $\phi$ responsible for mediate the gravitational interaction. There is a lot of literature that has been written on this subject [36, 50, 78, 117, 160], and it is one of the few theories that remains valid since it has been able to overcome all the available observational tests [198]. Brans-Dicke theory is defined from an action of the form

$$
\begin{equation*}
I_{B D}=\frac{1}{2 \kappa} \int_{\Sigma} d^{4} x \sqrt{-g}\left[\phi R-\frac{\omega}{\phi} g^{\mu v} \phi_{; \mu} \phi_{; v}-V(\phi)\right]+\frac{1}{\kappa} \int_{\partial \Sigma} d^{3} x \varepsilon \sqrt{|h|} n_{; \mu}^{\mu} \phi+I_{M} \tag{2.52}
\end{equation*}
$$

where $I_{M}$ does not depend on the scalar field $\phi$, the parameter $\omega$ is called the dimensionless Brans-Dicke coupling constant, $V(\phi)$ is the scalar-field potential. An important fact of $f(R)$ gravity is that through some changes, its action can be written in the form of the Brans Dicke theory and in this way, it can be expressed as a scalar tensor theory [64, 98, 173]. This can be easily shown if we write the action (2.10) as

$$
\begin{equation*}
I=\frac{1}{2 \kappa} \int_{\Sigma} d^{4} x \sqrt{-g}\{F(R) R-[F(R) R-f(R)]\}+\frac{1}{\kappa} \int_{\partial \Sigma} d^{3} x \varepsilon \sqrt{|h|} F(R) n_{; \mu}^{\mu}+I_{M} \tag{2.53}
\end{equation*}
$$

so, in the case where the parameter $\omega$ vanishes, comparing the two actions it is immediately seen that

$$
\begin{equation*}
\phi(R)=F(R), \quad \text { and } \quad V(R)=F(R) R-f(R) \tag{2.54}
\end{equation*}
$$

so, we think of $\phi$ as the degree of freedom scalar field, while the field $\psi$ is directly associated to the scalar curvature. In this way, we arrive to the modified action in the Jordan-Helmholtz frame

$$
\begin{equation*}
I_{m^{\prime}}=\int \sqrt{-g}\{\phi R-V(\phi)\} d^{4} x \tag{2.55}
\end{equation*}
$$

Taking the variation of (2.52) with respect to $g^{\mu \nu}$ and taking into account the contribution of matter, it is found the field equations

$$
\begin{equation*}
G_{\mu \nu} \phi+g_{\mu \nu} \phi_{; \alpha}^{; \alpha}-\phi_{; \mu v}+\frac{\omega}{\phi}\left(\frac{1}{2} g_{\mu v} \phi_{, \alpha} \phi^{, \alpha}-\phi_{, \mu} \phi_{, v}\right)+\frac{1}{2} g_{\mu \nu} V(\phi)=\kappa T_{\mu v} \tag{2.56}
\end{equation*}
$$

which reproduce the field equations (2.28) when relations (2.54) are fulfilled and $\omega=0$. Note that Jordan and Jordan-Helmholtz frames are exactly the same because they have the same set of variables and observable, nevertheless if we perform a conformal transformation of the metric $\tilde{g}_{\mu \nu}=F(\psi) g_{\mu \nu}=\phi(\psi) g_{\mu \nu}$, the scalar curvature is expressed as

$$
\begin{equation*}
R=\phi(\psi)\left[\bar{R}+3 \frac{\phi^{\prime}(\psi)}{\phi(\psi)} \bar{\psi}_{; \mu}^{; \mu}+3\left(\frac{\phi^{\prime \prime}(\psi)}{\phi(\psi)}-\frac{\phi^{\prime}(\psi)^{2}}{2 \phi(\psi)^{2}}\right) \psi_{, \mu} \bar{\psi}^{, \mu}\right], \tag{2.57}
\end{equation*}
$$

where $\bar{\psi}_{; \mu}^{; \mu}=\bar{g}^{\mu v} \psi_{; \mu v}, \bar{\psi}^{\mu}=\bar{g}^{\mu v} \psi_{, v}$, and the action (2.53) is transformed as

$$
\begin{array}{r}
I=\frac{1}{2 \kappa} \int_{\Sigma} d^{4} x \sqrt{-\bar{g}}\left[\bar{R}+3\left(\frac{\phi^{\prime \prime}(\psi)}{\phi(\psi)}-\frac{\phi^{\prime}(\psi)^{2}}{2 \phi(\psi)^{2}}\right) \psi{ }_{, \mu} \bar{\psi}^{\mu}+3\left(\frac{\phi^{\prime}(\psi)}{\phi(\psi)}\right)_{; \mu \nu} \bar{g}^{\mu v} \psi-\bar{V}(\psi)\right]+  \tag{2.58}\\
\frac{3}{2 \kappa} \int_{\partial \Sigma} d^{3} x \varepsilon \sqrt{|\bar{h}|} \frac{1}{\phi(\psi)}\left\{\left[1+\psi\left(\frac{\phi^{\prime}(\psi)}{\phi(\psi)}-\frac{\phi^{\prime \prime}(\psi)}{\phi^{\prime}(\psi)}\right)\right] \phi^{\prime}(\psi) \bar{\psi}^{\mu} n_{\mu}+\frac{2}{3} n_{; \mu}^{\mu}\right\}+I_{M},
\end{array}
$$

and with the potential defined as

$$
\begin{equation*}
\bar{V}(\psi)=\frac{V(\psi)}{\phi(\psi)^{2}}, \tag{2.59}
\end{equation*}
$$

action (2.58) it is said to be written in the Einstein frame of the theory. In particular, the transformation

$$
\begin{equation*}
\phi(\psi)=c e^{\sqrt{\frac{2 k}{3}} \psi}, \tag{2.60}
\end{equation*}
$$

with $c$ some constant, produces the action

$$
\begin{equation*}
I=\frac{1}{2 \kappa} \int_{\Sigma} d^{4} x \sqrt{-\bar{g}}\left[\bar{R}+\kappa \psi_{, \mu} \bar{\psi}^{\mu}-\bar{V}(\psi)\right]+\int_{\partial \Sigma} d^{3} x \epsilon \sqrt{|\bar{h}|}\left(\sqrt{\frac{3}{2 \kappa}} \bar{\psi}^{, \mu} n_{\mu}+\frac{1}{\kappa} n_{; \mu}^{\mu}\right)+I_{M}, \tag{2.61}
\end{equation*}
$$

in which the scalar field $\psi$ is coupled minimally with matter [173]. These fields redefinitions only affect the form and not the background structure of the action itself; however, how can we be sure that it is indeed the same theory with different representation? The answer could escape the scope of this work, nevertheless a necessary condition, but maybe not sufficient, is the fact that both theories must describe equivalently the dynamics of any system, which means that the field equations are the same from a mathematical point of view, and as can be seen, variation of action (2.58) produces

$$
\begin{equation*}
\phi(\psi) \bar{G}_{\mu \nu}+\frac{3 \phi^{\prime}(\psi)^{2}}{2 \phi(\psi)}\left(\frac{1}{2} \psi_{, a} \bar{\psi}^{a} \bar{g}_{\mu \nu}-\psi_{, m} \psi, n\right)+\frac{1}{2} \bar{V} \phi(\psi) \bar{g}_{\mu \nu}=\kappa T_{\mu v}, \tag{2.62}
\end{equation*}
$$

which are exactly the same as Eq. (2.28) under the inverse transformation $g_{\mu \nu}=\phi^{-1} \bar{g}_{\mu \nu}$.
Once defined $f(\psi)$ the behaviour of $V(R)$ is determined by

$$
\begin{equation*}
\frac{d V(\psi)}{d \psi}=\phi(\psi), \tag{2.63}
\end{equation*}
$$

thus

$$
\begin{equation*}
f(\psi)=\psi V^{\prime}(\psi)-V(\psi), \tag{2.64}
\end{equation*}
$$

however, the evolution of the potential must be determined by the distribution of mass, whose dependence is provided by the trace equation

$$
\begin{equation*}
\phi \psi-2 f(\psi)=\kappa T-3 \phi_{; \alpha}^{; \alpha}, \tag{2.65}
\end{equation*}
$$

so

$$
\begin{equation*}
\frac{d V(\phi)}{d \phi}-\frac{2 V(\phi)}{\phi}=\frac{1}{\phi}\left(3 \phi_{; \alpha}^{; \alpha}-\kappa T\right) \tag{2.66}
\end{equation*}
$$

this is a first order differential equation whose left hand side can be expressed as a total derivative by multiplying both sides for the integrating factor $\phi^{-2}$, that is

$$
\begin{equation*}
\frac{1}{\phi^{2}} \frac{d V(\phi)}{d \phi}-\frac{2 V}{\phi^{3}}=\frac{1}{\phi^{3}}\left(3 \phi_{; \alpha}^{; \alpha}-\kappa T\right) \tag{2.67}
\end{equation*}
$$

with the solution:

$$
\begin{equation*}
V=\phi^{2} \int \frac{1}{\phi^{3}}\left(3 \phi_{; \alpha}^{; \alpha}-\kappa T\right) d \phi \tag{2.68}
\end{equation*}
$$

this integral depends on the matter distribution as well as the d'Alembertian of the function $\phi$, which in turn is function of $R$. In order to solve the integral, we define the effective potential $v=v(\phi)$ as

$$
\begin{equation*}
\frac{d v}{d \phi}=3 \phi_{; \alpha}^{; \alpha}-\kappa T \tag{2.69}
\end{equation*}
$$

so

$$
\begin{equation*}
V(\phi)=\phi^{2} \int \frac{1}{\phi^{3}} \frac{d v}{d \phi} d \phi \tag{2.70}
\end{equation*}
$$

however, by the chain rule the derivative of the potential $v$ is expressed in terms of $\psi$,

$$
\begin{equation*}
\frac{d v}{d \phi}=\frac{d v}{d \psi} \frac{d \psi}{d \phi} \tag{2.71}
\end{equation*}
$$

and, again, by the trace equation

$$
\begin{equation*}
\frac{d v}{d \phi}=(2 f(\psi)-\phi \psi) \phi^{\prime} \tag{2.72}
\end{equation*}
$$

Eq. (2.65) gives the potential as an integral

$$
\begin{equation*}
v(\phi)=\int[2 f(\psi)-\phi \psi] \phi^{\prime} d \psi \tag{2.73}
\end{equation*}
$$

In practice, given any $f(R)$ model, Eq. (2.73) is evaluated replacing the values of $R$ obtained from the equation $F-\phi=0$. However, let us looking for the particular case when $V(\phi)=v(\phi)$, which implies that

$$
\begin{equation*}
\int[2 f(\psi)-\phi(\psi) \psi] \phi^{\prime}(\psi) d \psi=\phi(\psi) \psi-f(\psi) \tag{2.74}
\end{equation*}
$$

or

$$
\begin{equation*}
[2 f(\psi)-\phi(\psi) \psi-\psi] \phi^{\prime}(\psi)=0 \tag{2.75}
\end{equation*}
$$

If $\phi^{\prime}(\psi) \neq 0$, and $R=\psi$, the solution is $f(\psi)=\psi+\mu \psi^{2}, \mu$ is constant, which constitutes the Starobinsky model proposed around 1980 [12, 67, 125, 142, 178, 179], which describes inflation from the higher order gravitational term, $\psi^{2}=R^{2}$. For this model the scalar curvature increases linearly with respect to $\phi, \mu R=(\phi-1) / 2$ and the effective potential as a function of $\phi$ is a parabola with axis at $\phi=-1$, that is $v(\phi)=\mu R^{2}=(\phi-1)^{2}$.

In next section the potentials $V(\phi)$ and $v(\phi)$ will be found for some models of $f(R)$.

### 2.4.1 Asymptotically $\Lambda \operatorname{CDM} f(R)$ models

It is known that any model of $f(R)$ gravity should satisfy the following observational tests (summarized in [85])

- Cosmic Microwave Background: the theory must be in asymptotic correspondence with $\Lambda$-Cold-Dark-Matter ( $\Lambda$ CDM) model for high-redshift regime.
- Accelerated expansion of the Universe without a cosmological constant.
- Low redshift regime: constraints from the Solar system and the Equivalence Principle

Fortunately, there are several viable models satisfying these tests, some have been fairly studied as alternative models to Dark Matter within the framework of $f(R)$ theory. For example $1 / R, R^{n}$ and $R^{-n}+R^{m}$ with $n, m>0$, describe accelerated expansion and early time inflation [32, 40, 53, 107, 134-137, 154, 170]; the first model pass the Solar System test [133, 135], while in the case of $R+\left(-R^{\beta}\right)$ it is constrained from the Wilkinson Microwave Anisotropy Probe (WMAP) data $\beta \sim 10^{-3}$ and from Supernova Lagacy Survey (SNLS) and Sloan Digital SkySurvey (SDSS) data $\beta \sim 10^{-6}$ [108] and $\beta \sim 3 \cdot 10^{-5}$ [102]; logarithmic models $R+\ln (R / \alpha)$ constrained by the weak energy condition and the current values of the derivatives of the scale factor of the Friedmann-Robertson-Walker, giving $\alpha \sim 1.2 x 10^{-41} \mathrm{~m}^{-2}$ [144]. New works based on parameterized functions, point towards the reconstruction of models from observations, either of evolution of the Universe or of the large scale structure [106].

In next sections we investigate the behaviour of the scalar-field potential for some viable models, taking into account the aforementioned observational tests and according to the following
conditions derived in [85], rewriting $f(R)=R+\tilde{f}(R)$

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \tilde{f}(R)=\text { const } \tag{2.76}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{R \rightarrow 0} \tilde{f}(R)=0 \tag{2.77}
\end{equation*}
$$

### 2.4.1.1 Starobinsky inflationary model (1980)

The first model to consider is the Starobinsky model, proposed around 1980 to explain the early inflationary era without any inflationary scalar field [178]

$$
\begin{equation*}
f(R)=R+\mu R^{2} \tag{2.78}
\end{equation*}
$$

where $\mu$ is constant. The field equations are written as

$$
\begin{equation*}
R\left(R_{\alpha \beta}-\frac{1}{4} R g_{\alpha \beta}\right)+g_{\alpha \beta} R_{; \sigma}^{; \sigma}-R_{; \alpha \beta}=3 m^{2}\left(G_{\alpha \beta}-\kappa T_{\alpha \beta}\right) \tag{2.79}
\end{equation*}
$$

where $m^{2}=-\frac{1}{6 \mu}$, and the trace equation gives

$$
\begin{equation*}
\left(\square+m^{2}\right) R=-m^{2} \kappa T \tag{2.80}
\end{equation*}
$$

which is none other than the Klein-Gordon equation with source, describing the degree of freedom scalar field, $R$, known as the scalaron. Then, the field equations are

$$
\begin{equation*}
R_{; \mu v}-R\left(R_{\mu v}-\frac{1}{4} R g_{\mu v}\right)+m^{2}\left(3 R_{\mu v}-\frac{1}{2} g_{\mu v} R\right)=m^{2} \kappa\left(3 T_{\mu v}-T\right) \tag{2.81}
\end{equation*}
$$

From $F(R)-\phi=0$

$$
\begin{equation*}
R=\frac{\phi-1}{2 \mu} \tag{2.82}
\end{equation*}
$$

so that the scalar curvature increases linearly with respect to $\phi$, Fig. 2.1(a). At the same time, the effective potential, Eq. (2.73), will be

$$
\begin{align*}
v(\phi) & =\mu R^{2} \\
& =\frac{(\phi-1)^{2}}{4 \mu}=\frac{1}{4 \mu}\left(e^{\sqrt{\frac{2 \kappa}{3}} \psi}-1\right)^{2}, \tag{2.83}
\end{align*}
$$

which is a parabola with axis at $\phi=-1$, Fig. 2.1(b). As mentioned above, the scalar field potential coincides with $v(\phi)$.
(a)

(b)

$\phi$

Figure 2.1. (a) Linear increase of the scalar curvature, and (b) parabolic behavior of the scalar-field potential as functions of $\phi$ for the Starobinsky model.

### 2.4.1.2 Starobinsky model (2007)

Now, let us consider the model proposed by Starobinsky [180] in order to satisfy the cosmological and Solar system constraints

$$
\begin{equation*}
f(R)=R+\mu R_{0}\left[\left(1+\frac{R^{2}}{R_{0}^{2}}\right)^{-n}-1\right] \tag{2.84}
\end{equation*}
$$

with $n, \mu>0$ parameters of the model, and $R_{0}$ is the constant characteristic curvature. The relation between $R$ and $\phi$

$$
\begin{equation*}
1-\phi-2 \mu n x\left(1+x^{2}\right)^{-n-1}=0 \tag{2.85}
\end{equation*}
$$

with $x=R / R_{0}$, cannot be inverted analytically for any value of the parameters, however in order to simplify the model we fix $R_{0}=1$. The behaviour of $\phi$ with respect to $R$ is shown in Fig. 2.2 for some values of $n$ and taking $\mu=1$, and in Fig. 2.3 (a) are displayed some solutions of Eq. (2.85) for $R$ as a function of the exponent $n$ and for some values of $\phi$.

The effective potential (2.73) for this model is calculated as

$$
\begin{array}{r}
v(R, n, \mu)=\frac{\mu^{2} n R}{\left(R^{2}+1\right)^{n+1}}\left(4-\frac{(2 n+1) R^{2}+1}{\mu n R}-\frac{[n(4 n+7)+4] R^{2}+5 n+4}{(2 n+1)\left(R^{2}+1\right)^{n+1}}\right)  \tag{2.86}\\
-\frac{3 \mu^{2} n^{2} R}{2 n+1}{ }_{2} F_{1}\left(\frac{1}{2}, 2 n+1 ; \frac{3}{2} ;-R^{2}\right)
\end{array}
$$

which is plotted in Fig 2.4 (b) from those points that solve Eq. (2.85), shown in the same figure (a). In this plot it is possible to appreciate the mapping of points at infinity in plane $\phi-R$ to points in the plane $\phi-v$ with finite distances [69]. The position of the two maximal and the three inflection points in $R$ do not depend on $\mu$ and are in $\pm R_{0} / \sqrt{2 n+1}$, and $R= \pm R_{0} \sqrt{3(n+1) /\left(2 n^{2}+3 n+1\right)}$ and $R=0(\phi=1)$, respectively, whose values $\phi$ do not depend on $R_{0}$
(2.87) $\phi=1 \mp \frac{2 \mu n}{\sqrt{2 n+1}}\left(\frac{1}{2 n+1}+1\right)^{-n-1} \quad$ and
nd $\quad \phi=1 \mp \frac{\mu n \sqrt{6 n+3}}{n+2}\left(\frac{3}{2 n+1}+1\right)^{-n}$.


FIGURE 2.2. Scalar field as a function of the scalar curvature for some values of power $n=1,2,4,8$, continuous, dotted, dashed, dot-dashed lines, respectively. All models, except Hu-Sawicki have continuos solutions with two maximum points and in (b), (c) and (d) there is at least one curve with zero slope transition region between those extreme points, this will have implications in the form of the effective and scalar potentials.


Figure 2.3. Scalar curvature as a function of the parameter $n$. In (a) from bottom to top and left to right $\phi=-1.2,-1.4,-1.6,-1.8,-0.8,-0.6,-0.4,-0.2, R=0$ is obtained when $\phi=0$.

Starobinsky model has a fairly important physical content, since its expansion at $R=0$ to order $p$ reproduces the $R^{2}$ term of its own famous 1980 model [178]. From

$$
\begin{equation*}
f(R)=R-\frac{\mu n R^{2}}{R_{0}}+\mu n \sum_{m=2}^{p} \frac{(-1)^{m}(n+1)_{m-1}}{m!} \frac{R^{2 m}}{R_{0}^{2 m-1}} \tag{2.88}
\end{equation*}
$$

where $(n+1)_{m-1}$ is the Pochhammer symbol, it is possible to see the form of potential (2.59) in the Einstein frame, through transformation (2.60), but first we need to find the scalar field $\psi$ as a function of $R$, that is

$$
\begin{equation*}
\psi(R)=\frac{3}{2} \ln \left[1-2 \mu n \frac{R}{R_{0}}+2 \mu n \sum_{m=2}^{p}(-1)^{m} \frac{(n+1)_{m-1}}{\Gamma(m)}\left(\frac{R}{R_{0}}\right)^{2 m-1}\right] \tag{2.89}
\end{equation*}
$$

note that only for $p=2$, the scalar curvature can be obtained analytically in terms of $\psi$, likewise, the Eq. (2.89) as well as its derived scalar potential (2.59) depend strongly on the parity of the order of the expansion, Fig. 2.5 (a) and (b) for odd $p$, an (c) and (d) for even $p$. When $p \rightarrow \infty$ the total form of model (2.84) is recovered, and the scalar field and potential are plotted in Fig. (2.6), where the similarity with the potential of Fig. 2.5 (d) can be observed.

Finally, in Fig. 2.8 it is shown the scalar potential (2.70) as a function of $\phi$ for $\mu=1$.

### 2.4.1.3 Hu-Sawicki model

Hu and Sawicki [85] proposed a power law model to describe accelerated expansion without a cosmological constant and satisfies both, cosmological and Solar systems tests in the small-field limit. This model is given by

$$
\begin{equation*}
f(R)=R-\mu \frac{c_{1}(R / \mu)^{p}}{1+c_{2}(R \mu)^{p}+1} \tag{2.90}
\end{equation*}
$$

where $\mu, c_{1}, c_{2}, p>0$ are the parameters of the model. Eq. $F-\phi=0$ takes the form

$$
\begin{equation*}
\frac{c_{1} \mu p\left(\frac{R}{\mu}\right)^{p}+R(\phi-1)\left(c_{2}\left(\frac{R}{\mu}\right)^{p}+1\right)^{2}}{R\left(c_{2}\left(\frac{R}{\mu}\right)^{p}+1\right)^{2}}=0 \tag{2.91}
\end{equation*}
$$

it is simplified for $c 1=c 2=1$, to

$$
\begin{equation*}
(1-\phi)\left[\left(\frac{R}{\mu}\right)^{p}+1\right]^{2}-p\left(\frac{R}{\mu}\right)^{p-1}=0 \tag{2.92}
\end{equation*}
$$

not for all values of $R$ and $p$ this equation can be solved, since it is observed that there will be divergences in $R=\mu(-1)^{1 / p}$; however, some solutions are plotted in Fig. 2.2 (b), where it is noted the singularity at $R=-1$ when $n=1$. The relation of $R$ with respect to $\mu$ and $\phi$, for $p=1$ is given by

$$
\begin{equation*}
-\mu^{2} \phi+R^{2}(1-\phi)+2 \mu R(1-\phi)=0 \tag{2.93}
\end{equation*}
$$

and the solution for $\phi$ in terms of $\mu$ is a straight line with slope $\pm\left(1-(1-\phi)^{-1 / 2}\right)$ for $1>\phi$. Similarly, Eq. (2.92) can be solved for $p$ with $\mu=1$, and for some values of $\phi$, as depicted in Fig. 2.3 (b).

In Fig. 2.4 the points satisfying $F-\phi=0$ (c) are observed for function (2.90), and their image through the effective potential

$$
\begin{array}{r}
v(R, p, \mu)=\frac{p}{4 R\left(R^{p}+1\right)}\left(\frac{(1-4 R) R^{p}-4 R}{p\left(R^{p}+1\right)}+\frac{\left(4(2-R) R^{p}-4 R+3\right) R^{p}+1}{\left(R^{p}+1\right)^{2}}-\frac{2 p R^{2 p}}{\left(R^{p}+1\right)^{3}}-\frac{1}{p^{2}}\right)  \tag{2.94}\\
+\frac{p}{4 R}\left(\frac{1}{p^{2}}-1\right){ }_{2} F_{1}\left(1,-\frac{1}{p} ; \frac{p-1}{p} ;-R^{p}\right),
\end{array}
$$

are shown in the same Figure (d), and in Fig. 2.8 (b) is the numerical plot of the scalar potential.
For Hu-Sawicki and Starobinsky models in general, scalar potential can not be expressed analytically as a function of all parameters and the scalar curvature, however this is not be true for the next two models as will be seen below.

### 2.4.1.4 Tsujikawa model

In order to satisfy local gravity constraints as well as conditions of the cosmological scenario, Tsujikawa proposed the model [186]

$$
\begin{equation*}
f(R)=R-\mu R_{T} \tanh \left(R / R_{T}\right), \tag{2.95}
\end{equation*}
$$

with $\mu, R_{T}>0$ the parameters of the model. For this model it is possible to invert $F-\phi=0$ analytically and find the potentials $v$ and $V$. For this we see that

$$
\begin{equation*}
R=R_{T} \operatorname{arccosh} \pm \sqrt{\frac{\mu}{1-\phi}}, \tag{2.96}
\end{equation*}
$$

such that $1-\mu \leq \phi<1$ to $R \in \Re$. The effective potential, Eq. (2.73), associated is
(2.97) $\quad v(R)=\frac{\mu}{8 \cosh ^{4}\left(R / R_{T}\right)}\left[(1-\mu) R_{T} \sinh \left(\frac{4 R}{R_{T}}\right)+2(1+2 \mu) R_{T} \sinh \left(\frac{2 R}{R_{T}}\right)\right.$

$$
\left.-4 R \cosh \left(\frac{2 R}{R_{T}}\right)-4(1+\mu) R\right]
$$

and in terms of the potential $\phi$

$$
\begin{equation*}
v(\Phi)=\frac{\mu R_{T}}{4 \Phi^{4}}\left\{\left[3 \mu+2(1-\mu) \Phi^{2}\right] \sinh [2 \operatorname{arccosh}( \pm \Phi)]-2\left(\mu+2 \Phi^{2}\right) \operatorname{arccosh}( \pm \Phi)\right\}, \tag{2.98}
\end{equation*}
$$

where $\Phi=\sqrt{\mu /(1-\phi)}$, with which is possible to write the scalar potential through the integral (2.70), giving

$$
\begin{equation*}
V(\Phi)=\frac{\mu R_{T}}{\Phi^{2}}\left[\Phi \sqrt{\Phi^{2}-1}-\operatorname{arccosh}( \pm \Phi)\right] \tag{2.99}
\end{equation*}
$$

Figure 2.7 (a) and (c) shows the effective and scalar potentials for some values of $\mu$.

### 2.4.1.5 Exponential model

Another interesting model to explain accelerated expansion constructed to mimic $\Lambda$ CDM Universe and able to pass the Solar systems tests, was proposed in the middle of the last decade for different authors $[18,52,201]$. In this model, $f(R)$ takes the form

$$
\begin{equation*}
f(R)=R-\mu R_{E}\left(1-e^{-R / R_{E}}\right) \tag{2.100}
\end{equation*}
$$

where $\mu$ and $R_{E}$ are the parameters of the model. For this model, equation $F(R)-\phi=0$ is read as

$$
\begin{equation*}
1-e^{R / R_{E}}=\phi \tag{2.101}
\end{equation*}
$$

whose solution is

$$
\begin{equation*}
R=R_{E} \ln \left(\frac{\mu}{\phi-1}\right) \tag{2.102}
\end{equation*}
$$

so, the potential (2.73) is

$$
\begin{equation*}
v(\phi)=\frac{1}{4} R_{E}(1-\phi)\left(2(\phi-3) \ln \left(\frac{\mu}{1-\phi}\right)+8 \mu+5 \phi-9\right) \tag{2.103}
\end{equation*}
$$

and the scalar potential and the scalar potential

$$
\begin{equation*}
V(\phi)=R_{E}\left[(\phi-1) \ln \left(\frac{\mu}{1-\phi}\right)+\mu+\phi-1\right] . \tag{2.104}
\end{equation*}
$$

The functional form of these potentials can be seen in Fig. 2.7 as a function of $\phi$ and $\mu$.

### 2.4.2 Complementary exponential model

Let us suppose the following model,

$$
\begin{equation*}
f(R)=R-\mu\left(1+\frac{R_{0}^{2}}{R^{2}}\right) e^{-n R_{0}^{2} / R^{2}} \tag{2.105}
\end{equation*}
$$

where $R_{0}$ is the constant scalar curvature in vacuum $R_{0}=2 \mu(3-2 n) e^{-n}$, and $\mu, n$ parameters of the model, conditioned by (2.77) as $\mu \in \mathbb{R}$ and $n>0$; and (2.76) implying

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \tilde{f}(R)=-\mu \tag{2.106}
\end{equation*}
$$

As shown in [150], a model expressed in the form

$$
\begin{equation*}
\tilde{f}(R)=-2 \Lambda y(R, b) \tag{2.107}
\end{equation*}
$$

turns out to be an extension of the the $\Lambda$ CDM model if the cosmological constant is reproduced at some limit of $b$, which is a characteristic parameter of each model. For (2.105) it is found

$$
\begin{equation*}
y(R, b)=\left[1+\left(\frac{b \Lambda}{R}\right)^{2}\right] e^{-n(b \Lambda / R)^{2}} \tag{2.108}
\end{equation*}
$$

with $\Lambda=\mu / 2$ and $b=2 R_{0} / \mu$, and the equivalency with the $\lambda \mathrm{CDM}$ model seen through the limit (2.106) written as

$$
\begin{equation*}
\lim _{b \rightarrow 0} f(R)=R-2 \Lambda, \tag{2.109}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{b \rightarrow \infty} f(R)=R . \tag{2.110}
\end{equation*}
$$

Model (2.105), as well as Starobinsky and Hu-Sawicki models can be expressed in the form (2.107) and therefore recover the viability of the $\Lambda \mathrm{CDM}$ model. For this model the relation between $R$ and $\phi$ is

$$
\begin{equation*}
R^{5}(1-\phi) e^{n / R^{2}}-2\left((n-1) R^{2}+n\right)=0, \tag{2.111}
\end{equation*}
$$

which, in general has no analytical solutions, however Fig. 2.2 (c) shows $\phi$ as a function of $R$ and the power $n$ for $\mu=R_{0}=1$. By calculating the integral (2.73) it is found

$$
\begin{align*}
v(x) & =e^{-2 n / x^{2}}\left\{\frac{1}{R_{0} x}\right. \tag{2.112}
\end{align*}\left[-\frac{9(8 n(2 n+1)+11)}{128 n^{2}}+\frac{8 n(10 n-19)-33}{32 n x^{2}}-\left(n-\frac{15}{4}\right)\left(2 n-\frac{3}{2}\right) \frac{1}{x^{4}} .\right.
$$

where $x=R / R_{0}$. Fig 2.4 (f) shows the relation between $v$ and $\phi$, from the solution of Eq. (2.111), plotted in the panel (e) of the same Figure, and in Fig. 2.8 (c) the shape of the scalar potential is observed in terms of the scalar field $\phi$ and $n$.

### 2.4.3 Modified Starobinsky model

Model (2.105), proposed in the previous section, meets the necessary conditions to be considered as an extension of the $\Lambda$ CDM model, however, performing the expansion to second order at $z R_{0}$

$$
\begin{align*}
f(R)=z R_{0}-\mu e^{-n / z^{2}}(1 & \left.+\frac{1}{z^{2}}\right)+\left\{R_{0}-\frac{2 \mu}{z^{3}} e^{-n / z^{2}}\left[n\left(\frac{1}{z^{2}}+1\right)-1\right]\right\}\left(\frac{R}{R_{0}}-z\right)  \tag{2.113}\\
& +\frac{\mu}{z^{4}}\left(-\frac{2 n^{2}}{z^{4}}+\frac{(7-2 n) n}{z^{2}}+3 n-3\right) e^{-n / z^{2}}\left(\frac{R}{R_{0}}-z\right)^{2}+O\left(\frac{R}{R_{0}}-a\right)^{3},
\end{align*}
$$

it is observed at the limit $z \rightarrow 0$ that this model does not contain the characteristic $R^{2}$ term present in Starobinsky expansion (2.88), and instead, Eq. (2.113) depends only on R. To avoid this, we will propose the function

$$
\begin{equation*}
f(R)=R-\mu\left[1-\left(1+\frac{R^{2}}{R_{0}^{2}}\right) e^{-\frac{n R^{2}}{R_{0}^{2}}}\right], \tag{2.114}
\end{equation*}
$$

which constitutes a modification of expression (2.84) where the role of the exponent $n$ is played by the exponential function. Note that $R_{0}=2 \mu e^{-n}\left(-2 n+e^{n}-1\right)$ is the constant scalar curvature and $m>0$. Expansion of (2.114) at $z R_{0}$,

$$
\begin{align*}
& f(R)=z R_{0}+\mu\left[e^{-n z^{2}}\left(1+z^{2}\right)-1\right]+\left[R_{0}-2 \mu z e^{-n z^{2}}\left(n z^{2}+n-1\right)\right]\left(\frac{R}{R_{0}}-z\right)  \tag{2.115}\\
&+e^{-n z^{2}}\left\{\mu+\mu n\left(z^{2}\left[2 n\left(1+z^{2}\right)-5\right]-1\right)\right\}\left(\frac{R}{R_{0}}-z\right)^{2}+O\left(\frac{R}{R_{0}}-z\right)^{3}
\end{align*}
$$

yields the quadratic term in $R$ when $z \rightarrow 0$, that is

$$
\begin{equation*}
f(R) \approx R+\frac{\mu(1-n)}{R_{0}^{2}} R^{2} \tag{2.116}
\end{equation*}
$$

which has the same functional form of the Starobinsky model of Starobinsky of 1980 [178]. This model satisfies (2.77) and (2.76) in the same way as (2.106) with $\mu \in \mathbb{R}$ and $n>0$. Moreover, from Eq. (2.107) it is found

$$
\begin{equation*}
y(R, b)=1-\left[1+\left(\frac{R}{b \Lambda}\right)^{2}\right] e^{-n(R / b \Lambda)^{2}} \tag{2.117}
\end{equation*}
$$

with $\Lambda=\mu / 2$ and $b=2 R_{0} / \mu$. The equation between $R$ and $\phi$ is

$$
\begin{equation*}
R_{0}^{4}(1-\phi) e^{n R^{2} / R_{0}^{2}}-2 \mu R\left(n R^{2}+(n-1) R_{0}^{2}\right)=0 \tag{2.118}
\end{equation*}
$$

setting $\mu=R_{0}=1$, in Fig. 2.2 (d) the solutions of this equation for $n=1,2,4,8$ are shown. Integral (2.73) for this model leads to

$$
\begin{align*}
v(x)= & \frac{e^{-2 n x^{2}}}{R_{0}}\left[-2 n^{2} x^{7}+n\left(\frac{3}{2}-4 n\right) x^{5}+\left(\frac{7}{8}-n(2 n+1)\right) x^{3}+\frac{(8 n(13-10 n)+21) x}{32 n}\right]  \tag{2.119}\\
& -e^{-n x^{2}}\left[2 n\left(x^{2}+1\right) x\left(x-\frac{2}{R_{0}}\right)-x\left(x-\frac{4}{R_{0}}\right)+1\right]-3 \sqrt{2 \pi} \frac{8(2 n-1) n+7}{128 n^{3 / 2} R_{0}} \operatorname{Erf}(\sqrt{2 n} x)
\end{align*}
$$

where $x=R / R 0$. Because this model is a modification of Eq. (2.84), the effective potential will have a similar shape of that of Starobinsky, as is depicted in Fig. 2.4 (h), drawn from those points that solve Eq. (2.118), shown in the same figure (g). As a part final of the analysis of this model, the graph of $V$ vs $\phi$ and $n$ is presented in Fig. (2.8).

### 2.4.4 Deviation from GR

All previous models of $f(R)(2.84),(2.90),(2.95),(2.100),(2.105)$ and (2.114) have a parameter $\mu$ that modulates the intensity of deviation of the model with respect to GR, so finally, it is interesting to see the plot of $\tilde{f}(R) / \mu=[f(R)-R] \mu$ for each model to compare them, Fig. 2.9.


Figure 2.4. Scalar curvature (left) and effective potential (right) as a function of the scalar field for the Starobinsky, (a) and (b), Hu-Sawicki, (c) and (d), complementary exponential, (e) and (f), and Modified Starobinsky, (g) and (h), models; with $\mu=R_{0}=1$ and $n=4$ ( $n=1$ in the complementary exponential), lines are matched for each pair of figures. For each model it is shown the mapping of points at $R \rightarrow \pm \infty$ to the points showed in the right panel. Starobinsky model exhibit other seven points of interest: absolute maximum and minimum $\phi=-0.574$ and $\phi=2.574$ which are reached in $R= \pm 1 / 3$ respectively, $\phi=-0.096$ (A) and 2.096 (B) at $R= \pm 0.057$, the de Sitter (in vacuum $T=0$ ) non stable points $\mathrm{SP} 1, R=0.484$ and $R=0$, and the stationary point $\mathrm{SP} 2, R=1.985 ; R=0$ is an inflection point too in (a), de Sitter points can also be found as a local maxima of the effective potential. The scalar field in the Hu-Sawicki model (c) presents two maximum $\phi=-0.065$ and 2.065 at $R= \pm 0.880112$, respectively; in this model, as well as the complementary exponential, two other inflection points appear, C and D , however, due to the exponent in this case $n=4$, this model only presents one non stable de Sitter point $R=0$ and five inflection points in the marks A, B, C, D, and in $R=0$, which are $\phi=-2.377$ and -2.37764 at $R= \pm 0.570017$, however, its effective potential have and the Hu-Sawicki model. Modified Starobinsky effective potential (h) has a geometry similar to (b), and thus the same number of characteristic points. Modified Starobinsky scalar field presents some region with $\phi=0$ between maximal points like the Hu-Sawicki model for certains exponent values, Fig. 2.2, so that the effective potential will not have a continuos derivative at $R=0$.


Figure 2.5. Scalar field $\psi$ as a function of $R$ (left) and scalar field potential $\tilde{V}$ as a function of $\psi$ (right) for $p=1,3,9,39$ (a) and (b), and for $p=2,4,10,40$ (c) and (d), Black, dashed, dotted, dot-dashed lines; for the Starobinsky model expansion at $R=0$ to order $p$. When $p=1$ inflationary Starobinsky potential [178] is obtained. Uppercase letters show mapping between regions. In (a) it is observed that at A there is an inflection point which is translated into (b) that from points at infinity to $A$, the dominant term is $R^{2}$. In (c) and (d) there are four points of interest, A and B , maximal points, which imply a change of direction in the potential, and C and D , roots, which translate into the intersection points at $\psi=0$ in (d). In all panels $\mu=n=1$.


Figure 2.6. Scalar field $\psi$ as a function of $R$ (a) and scalar field potential $\tilde{V}$ as a function of $\psi(b)$ for the Starobinsky model (2.84).


Figure 2.7. Potential $v(\phi)$ (a) and (b) and scalar potential $V(\phi)$, (c) and (d), for the Tsujikawa (2.95), (a) and (c) and exponential (2.100) models, (b) and (d). In (a) from left to right and bottom to top, and in (c) from left to right, $\mu=0.1,1,3,5,7,9$. In (b) and (d) from left to right $\mu=9,7,5,3,1,0.1$. Although all potential are continuous functions, in the interval $1 \leq \phi$, both models have complex values and the real part has been plotted.


FIGURE 2.8. Scalar potential $V$ as a function of the scalar field $\phi$ and the parameter $n$ for the models studied in this work: Starobinsky (a), Hu-Sawicki (b), complementary exponential (c) and Modified Starobinsky model (d). Black thick lines represents $n=0.25,1,2,3,4$.


Figure 2.9. Behaviour of the net difference between each of the models considered in this work with respect to to GR, measured in the function $\tilde{f}(R)$. Starobinsky (a), Hu-Sawicki (b), proposed complementary exponential model (2.105) (c), proposed modified Starobinsky (2.114) (d), Tsujikawa (e) and exponential (f) for $n=R_{T}=$ $R_{E}=1,2,4,8$ (black, dashed, dotted and dot-dashed lines). Only in (b) lines intersect at three points: zero, $R=1$ and infinite. For the same $R_{T}=R_{E}$ (e) and (f) tend to the same negative limit when $R \rightarrow \infty$, however the other models tend to -1 , regardless the value of the exponent.


## Hypergeometric viable models in $f(R)$ Gravity

The task of finding a viable $f(R)$ model, which reproduces inflation, radiation-dominated phase followed by the matter-dominated phase and late-time accelerated expansion, while being able to pass the tests of the Solar system, is not at all easy, however in Ref [10] the general conditions for a model to be cosmologically acceptable are found, and examples of viable models are Starobinsky [181], Hu-Sawicki [86], Tsujikawa [187] and exponential models [112]. In particular the first two models have been tested using redshift of SN Ia data, their cosmological and free parameters were calculated using a Markov chain Monte Carlo simulation, and it was concluded that these models fit the data with high accuracy [84]. One characteristic of these models is that they present an inflection point, this property will be discussed in this work, focussing on the conditions that $f(R)$ models must possess in order to be considered cosmologically valid.

This chapter is devoted to analyze the conditions of viability of $f(R)$ models together with the assumptions of the existence of an inflection point in the function. In sections 3.3 and 3.4 a differential equation will be constructed from the geometric properties imposed by the conditions mentioned above and the solutions will be shown and generalized as a hypergeometric model in section 3.5.

### 3.1 Model constraints and inflection point

The general form of the function $f(R)$ can be expressed explicitly as the sum of the linear term $R$ which reproduces GR plus a perturbation,

$$
\begin{equation*}
f(R)=R+\tilde{f}(R)+\lambda R_{0} \tag{3.1}
\end{equation*}
$$

where $\tilde{f}(R)$ represents the deviation of the model from GR, and the $\Lambda$ CDM model can be obtained as a special case with $\tilde{f}(R)=0$, where $\lambda=-2 \Lambda / R_{0}$, and $\Lambda$ is the cosmological constant. Thus, when defining the dimensionless coordinate by making $x=R / R_{0}$,

$$
\begin{equation*}
y(x)=x+h(x)+\lambda, \tag{3.2}
\end{equation*}
$$

where $y(x)=f\left(R_{0} x\right) / R_{0}, \tilde{f}\left(R_{0} x\right)=R_{0} h(x)$, and with the definition of the characteristic functions [10]

$$
\begin{equation*}
m=\frac{R f^{\prime \prime}(R)}{f^{\prime}(R)}=\frac{x h^{\prime \prime}(x)}{1+h^{\prime}(x)}, \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
r=-\frac{R f^{\prime}(R)}{f(R)}=-\frac{x\left[1+h^{\prime}(x)\right]}{x+h(x)+\lambda} \tag{3.4}
\end{equation*}
$$

Now, let us suppose that $h(x)$ is a continuous function, with continuous derivatives in a domain $I$, such that $x_{i} \in I$ is an inflection point of $h(x)$, not stationary nor of infinite slope. That is, $h^{\prime \prime}\left(x_{i}\right)=0$, which means that $h^{\prime}\left(x_{i}\right)$ is a maximal point. The existence of an inflection point, together with the conditions of asintoticity towards $\Lambda \mathrm{CDM}$ [86],

$$
\begin{equation*}
\lim _{x \rightarrow 0} h(x)=-\lambda \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{x \rightarrow \infty} h(x)=\frac{k}{R_{0}}-\lambda \tag{3.6}
\end{equation*}
$$

where $k$ is a constant that depends on the model; restrict the form of the function $h(x)$ to only two possibilities: decreasing concave (increasing convex) at $0<x<x_{i}$ and decreasing convex (increasing concave) at $x_{i}<x$. Motivated by the results of Starobinsky model [84] whose virtue lies in the quadratic term, which reproduces accelerated expansion of the Universe without the need to introduce Dark Matter, and for $h(x)$ to contain only quadratic terms when expanded in Maclaurin series, it must be an even function; this implies that $x=0$ is a maximal point and therefore

$$
\begin{equation*}
\lim _{x \rightarrow 0} h^{\prime}(x)=0 \tag{3.7}
\end{equation*}
$$

and at the other hand at infinity the curve is flattened according to Eq. (3.6), thus

$$
\begin{equation*}
\lim _{x \rightarrow \infty} h^{\prime}(x)=0 \tag{3.8}
\end{equation*}
$$

and in turn

$$
\begin{equation*}
\lim _{x \rightarrow 0} h^{\prime \prime}(x)=c \tag{3.9}
\end{equation*}
$$

|  | $h(x)$ |  |  |
| :---: | :---: | :---: | :---: |
|  | Decreasing | Increasing | Domain |
| $h^{\prime}(x)$ | - | + | $x>0$ |
| $h^{\prime \prime}(x)$ | - | + | $0<x<x_{i}$ |
| $h^{\prime \prime}(x)$ | + | - | $x>x_{i}$ |
| $h^{\prime}(x)-h^{\prime}\left(x_{i}\right)$ | + | - | $x_{i}>0$ |
| $h^{\prime \prime \prime}\left(x_{i}\right)$ | + | - |  |

Table 3.1: Sign of the first derivatives of the function $h(x)$ according to its monotonicity in the domain given in the last column.
where $c$ is a constant, and

$$
\begin{equation*}
\lim _{x \rightarrow \infty} h^{\prime \prime}(x)=0 \tag{3.10}
\end{equation*}
$$

The two possible behaviors of the function affect the sign of its derivatives, as discussed in Table 3.1. Only models with a characteristic function, (3.3), $m \geq 0$ and close to $\Lambda$ CDM can be considered cosmologically viable [10], thus there are two options for $h(x)$ in which this can be fulfilled, $h^{\prime \prime}(x) \geq 0$ and $h^{\prime}(x)>-1$, or $h^{\prime \prime}(x) \leq 0$ and $h^{\prime}(x)<-1$; so if $h(x)$ is a decreasing function, for $x \geq x_{i}$,

$$
\begin{equation*}
-1<h^{\prime}(x)<0, \tag{3.11}
\end{equation*}
$$

or for $0 \leq x \leq x_{i}$,

$$
\begin{equation*}
h^{\prime}(x)<-1 . \tag{3.12}
\end{equation*}
$$

From the second option, when $h(x)$ is an increasing function, it is only possible to choose

$$
\begin{equation*}
h^{\prime}(x)>0, \tag{3.13}
\end{equation*}
$$

for $0<x \leq x_{i}$.
Due to condition (3.7), option (3.12) is discarded and to avoid singularities in the characteristic functions $m(x)$ and $r(x)$, option (3.13) will also be discarded. The inflection point $x_{i}$ leads to the appearance of a minimum (maximum) in $h^{\prime}(x)$ if $h(x)$ is a decreasing (increasing) function, and by Eq. (3.10), there is an inflection point, $x_{m}$, on the curve of $h^{\prime}(x)$ and therefore $h^{\prime \prime}\left(x_{m}\right)$ will be a maximal at $x>x_{i}$ and $h^{\prime \prime}(x)$ will be a decreasing (increasing) function for $x>x_{m}$. The function $h^{\prime \prime}(x)$ is integrable in all its domain, that is, by limits (3.7) and (3.8), $\int_{0}^{\infty} h^{\prime \prime}(x) d x=0$, thus the decreasing monotonicity of $h^{\prime \prime}(x)$ from $x_{m}$ is the property that allows to consider the option (3.11) as the most viable, because if $x_{m}<\frac{x}{2} \leq t \leq x$, then

$$
\begin{equation*}
0 \leq h^{\prime \prime}(x) \leq h^{\prime \prime}(t) \tag{3.14}
\end{equation*}
$$

so that

$$
\begin{equation*}
0 \leq \int_{x / 2}^{x} h^{\prime \prime}(x) d t \leq \int_{x / 2}^{x} h^{\prime \prime}(t) d t \tag{3.15}
\end{equation*}
$$

(a)


Figure 3.1. Behaviour of the function $h$ and its derivatives as a function of $x$, with the necessary conditions for the model to be viable, equations (3.5) to (3.10), together with the existence of an inflection point, $x_{i}$. The image also shows the existence of the maximum of $h^{\prime \prime}(x), x_{m}$. In this diagram $R_{0}=1$ was chosen.
or

$$
\begin{equation*}
0 \leq x h^{\prime \prime}(x) \leq 2\left[h^{\prime}(x)-h^{\prime}(x / 2)\right] . \tag{3.16}
\end{equation*}
$$

Similarly, by integrating Eq. (3.11), it is obtained

$$
\begin{equation*}
0<x+h(x)+\lambda . \tag{3.17}
\end{equation*}
$$

Conditions (3.16) and (3.17) are useful for calculating the limits of the $r$ function (3.4), as will be seen below.

### 3.2 Characteristic functions

A model that reproduces a matter-dominated era with a corresponding transition to accelerated expansion must satisfy [10]

$$
\begin{equation*}
m(r) \approx+0, \quad \text { and } \quad m^{\prime}(r)>-1 \quad \text { at } \quad r \approx-1 \tag{3.18}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.\frac{d m}{d r}\right|_{x}=\frac{x m^{\prime}(x)}{r(x)[1+m(x)+r(x)]} \tag{3.19}
\end{equation*}
$$

There are three points $x$ for which $r(x) \approx-1$, these are $x_{1} \rightarrow 0$,

$$
\begin{equation*}
\lim _{x \rightarrow 0} \frac{x\left[1+h^{\prime}(x)\right]}{x+h(x)+\lambda}=1 \tag{3.20}
\end{equation*}
$$

where we have used Eq. (3.5) and (3.7);

$$
\begin{equation*}
x_{2} \rightarrow \frac{h\left(x_{2}\right)+\lambda}{h^{\prime}\left(x_{2}\right)} \tag{3.21}
\end{equation*}
$$

and $x_{3} \rightarrow \infty$, since

$$
\begin{equation*}
\lim _{x \rightarrow \infty} r(x)=\lim _{x \rightarrow \infty} \frac{1+h^{\prime}(x)+x h^{\prime \prime}(x)}{1+h^{\prime}(x)}=1 \tag{3.22}
\end{equation*}
$$

where L'Hospital's rule and condition (3.16) were used. Now, since $m\left(x_{1}\right)=-0$, and note that the derivative of $m(r)$ can be expressed as

$$
\begin{equation*}
\left.m^{\prime}(r)\right|_{x}=-\frac{(\lambda+x+h(x))^{2}}{\lambda+h(x)} \frac{\left(1+h^{\prime}(x)-x h^{\prime \prime}(x)\right) h^{\prime \prime}(x)+\left(1+h^{\prime}(x)\right) x h^{\prime \prime \prime}(x)}{\left(1+h^{\prime}(x)\right)^{2}\left[\left(1+h^{\prime}(x)\right)\left(1-\frac{x h^{\prime}(x)}{\lambda+h(x)}\right)+x h^{\prime \prime}(x)+\frac{x^{2} h^{\prime \prime}(x)}{\lambda+h(x)}\right]} \tag{3.23}
\end{equation*}
$$

such that, by Eq. (3.5), (3.7) and (3.9),

$$
\begin{equation*}
\lim _{x \rightarrow 0} \frac{(\lambda+x+h(x))^{2}}{\lambda+h(x)}=\lim _{x \rightarrow 0} \frac{2\left(1+h^{\prime}(x)\right)^{2}+2(\lambda+x+h(x)) h^{\prime \prime}(x)}{h^{\prime \prime}(x)}=\frac{2}{c} \tag{3.24}
\end{equation*}
$$

$$
\begin{equation*}
\lim _{x \rightarrow 0} \frac{x h^{\prime}(x)}{\lambda+h(x)}=\lim _{x \rightarrow 0} \frac{2 h^{\prime \prime}(x)+x h^{\prime \prime \prime}(x)}{h^{\prime \prime}(x)}=2 \tag{3.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{x \rightarrow 0} \frac{x^{2} h^{\prime \prime}(x)}{\lambda+h(x)}=\lim _{x \rightarrow 0} \frac{2 h^{\prime \prime}(x)+4 x h^{\prime \prime \prime}(x)+x^{2} h^{(4)}(x)}{h^{\prime \prime}(x)}=2, \tag{3.26}
\end{equation*}
$$

therefore

$$
\begin{equation*}
\left.\lim _{x \rightarrow 0} m^{\prime}(r)\right|_{x}=-2 \tag{3.27}
\end{equation*}
$$

hence

$$
\begin{equation*}
\left.m^{\prime}(r)\right|_{x_{1}} \stackrel{x \rightarrow 0}{=}-2 \tag{3.28}
\end{equation*}
$$

we discard $x_{1}$, and noting that $m(x)$ is directly proportional to $h^{\prime \prime}(x), x_{i}$ is also a root of $m(x)$, i.e $x_{2} \rightarrow x_{i}$, but to be a valid point, $x_{2}$ must tend to $x_{i}$ on the right, $x_{i+}$, satisfying $h\left(x_{i+}\right)=$ $x_{i+} h^{\prime}\left(x_{i+}\right)-\lambda$, however the last term of Eq. (3.19) diverges when $x \rightarrow x_{i}$ and $h^{\prime \prime \prime}\left(x_{i+}\right)>0$ because $h^{\prime}\left(x_{i+}\right)$ is a minimum, so point $x_{2}$ is also discarded. On the contrary, $x_{3}$ is in itself a valid point that gives viability to the model, since by Eq. (3.8) and (3.16),

$$
\begin{equation*}
\lim _{x \rightarrow \infty} m=+0 \tag{3.29}
\end{equation*}
$$

and

$$
\begin{equation*}
m^{\prime}(r) \stackrel{x \rightarrow \infty}{=} 0 \tag{3.30}
\end{equation*}
$$

## (a)



Figure 3.2. Characteristic functions $m$ and $r$ versus $x$. The inflection point, $x_{i}$, the $x_{2}$ point, in which $r=-1$, and the maximum points of $r(x), x_{A}$ and $x_{B}$, are appreciated.

Since $0<1+h^{\prime}(x)$, for $0<x<x_{i}, h^{\prime \prime}(x)<0$, and $m(x)<0$, and simultaneously for $x>x_{i}, m(x)>0$, therefore Eq. (3.29) expresses that $m(x)$ should be flattened towards zero at infinity. On the other hand, $r(x)>-1$ for $0<x<x_{2}$, then it will have a minimum and will tend to -1 at infinity, Fig. (3.2).

The behavior of $m(r)$ in the phase space can now be drawn as shown in Fig. 3.3, where $m^{\prime}(r)$ is also observed. It should be noted that $r^{\prime}(x)=r(1+m+r) / x$, so that the maximal points of $r$ are found when $m+r+1=0$, that is, the points where $\left.m^{\prime}(r)\right|_{x}$ diverges. Since $r=-1$ in $x_{1}, x_{2}$ and $x_{3}$, it has two maximum points, $x_{A}$ and $x_{B}$ in Fig. 3.2, and by definition, in these points the derivative is infinite, shown in Fig. 3.3, as $\left(r_{A}, m_{A}\right)$ and ( $r_{B}, m_{B}$ ).

In the next section a differential equation for $h(x)$ will be constructed from its geometry, considering the parity of the functions $h^{\prime}(x)$ and $h^{\prime \prime}(x)$ and multiplying them by functions so that their roots coincide.

### 3.3 Starobinsky type models

Since $h(x)$ is an even function, $h^{\prime}(x)$ and $h^{\prime \prime}(x)$ are odd and even functions respectively, as can be seen in Fig. 3.1, so it can be inferred that the function $x h^{\prime \prime}(x)$ will be odd with roots in $x=0$ and $x=x_{i}$. Simultaneously, when multiplying $h^{\prime}(x)$ by the factor $\left(x_{i}^{2}-x^{2}\right)$, the same intervals of increase and decrease of $x h^{\prime \prime}(x)$ are obtained, besides the same roots, for both negative and positive $x$. Let us assume that $h^{\prime}(x)$ and $h^{\prime \prime}(x)$ can be related by

$$
\begin{equation*}
q(1+p(x)) x h^{\prime \prime}(x)=\left(x_{i}^{2}-x^{2}\right) h^{\prime}(x) \tag{3.31}
\end{equation*}
$$

(a)


Figure 3.3. Phase space in the plane ( $m, r$ ) as well as the corresponding derivative ( $m^{\prime}(r)$ ). It can be seen that in the points $r_{A}$ and $r_{B}$ the derivative is infinite. Note the behaviour of $m^{\prime}(r)$ at $r(x=0)=-1$, given by Eq. (3.28), and at $r(x \rightarrow \infty)=-1$, the latter allowing the viability of the model.
where $q$ is some constant and $p(x)$ is a function that is linearly independent of $h(x)$ and also even so that the left member of Eq. (3.31) is odd, moreover

$$
\begin{equation*}
\lim _{x \rightarrow 0} p(x)=0 \tag{3.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \frac{1}{1+p(x)}=\lim _{x \rightarrow \infty} \frac{q}{x^{2}-x_{i}^{2}}=0 \tag{3.33}
\end{equation*}
$$

since $q$ is a constant, it is possible to evaluate it at some limit, for example

$$
\begin{equation*}
q=\lim _{x \rightarrow 0} \frac{\left(x_{i}^{2}-x^{2}\right) h^{\prime}(x)}{(1+p(x)) x h^{\prime \prime}(x)}=\lim _{x \rightarrow 0} \frac{x_{i}^{2}}{1+p(x)}=x_{i}^{2} \tag{3.34}
\end{equation*}
$$

thus Eq. (3.31) can be rewritten as

$$
\begin{equation*}
(1+p(x)) \frac{1}{x} h^{\prime \prime}(x)+\left(\frac{1}{x_{i}^{2}}-\frac{1}{x^{2}}\right) h^{\prime}(x)=0, \tag{3.35}
\end{equation*}
$$

and integrating it

$$
\begin{equation*}
\frac{h(x)}{x_{i}^{2}}+\frac{h^{\prime}(x)}{x}+\int \frac{1}{x} p(x) h^{\prime \prime}(x) d x=0 \tag{3.36}
\end{equation*}
$$

where it can be seen why $1+p(x)$ was chosen in Eq. (3.31) rather than $p(x)$. The last integral can be evaluated by parts twice, so that it does not depend on $h^{\prime \prime}(x)$, but on $h(x)$ and $h^{\prime}(x)$, or equivalently for the purpose of reducing the order of the differential Eq. (3.31).
(3.37) $\int \frac{1}{x} p(x) h^{\prime \prime}(x) d x=\frac{1}{x} p(x) h^{\prime}(x)+h(x)\left(\frac{p(x)}{x^{2}}-\frac{p^{\prime}(x)}{x}\right)+\int \frac{h(x)}{x^{3}}\left(x^{2} p^{\prime \prime}(x)-2 x p^{\prime}(x)+2 p(x)\right) d x$, then $p(x)$ can be chosen as the solution of the differential equation

$$
\begin{equation*}
x^{2} p^{\prime \prime}(x)-2 x p^{\prime}(x)+2 p(x)=0 \tag{3.38}
\end{equation*}
$$

that is

$$
\begin{equation*}
p(x)=x(\alpha+\beta x) \tag{3.39}
\end{equation*}
$$

with $\alpha$ and $\beta$ constants, but for $p(x)$ to be an even function, $\alpha=0$, so the equation is reduced to

$$
\begin{equation*}
\left(\frac{1}{x}+\beta x\right) h^{\prime}(x)+\left(\frac{1}{x_{i}^{2}}-\beta\right) h(x)+c_{1}=0 \tag{3.40}
\end{equation*}
$$

whose solution is

$$
\begin{equation*}
h(x)=\frac{k}{R_{0}}\left[1-\left(1+\beta x^{2}\right)^{\frac{1}{2}-\frac{1}{2 \beta x_{i}^{2}}}\right]-\lambda \tag{3.41}
\end{equation*}
$$

where the integration constants were found by Eq. (3.5) and (3.6) for $\beta>0$ and $\beta x_{i}^{2}<1$, which, in turn, requires that the power must be negative,

$$
\begin{equation*}
\frac{1}{2}\left(1-\frac{1}{\beta x_{i}^{2}}\right)=-m \tag{3.42}
\end{equation*}
$$

with $m>0$, or analogously, when $x_{i}=(2 m-1)^{-1 / 2}$ and $\beta=1$,

$$
\begin{equation*}
h(x)=\frac{k}{R_{0}}\left[1-\left(1+x^{2}\right)^{-m}\right]-\lambda, \tag{3.43}
\end{equation*}
$$

so without loss of generality, it can be concluded that Eq. (3.41) actually represents Starobinsky's model [181]. In this way it is easy to find the value of the constant $c$, Eq. (3.9),

$$
\begin{equation*}
c=\frac{2 k m}{R_{0}} \tag{3.44}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
y(x)=x+\frac{k}{R_{0}}\left[1-\left(1+x^{2}\right)^{-m}\right], \tag{3.45}
\end{equation*}
$$

where $m, k, R_{0}$ are parameters. In the next section, a generalized Hu-Sawicki model will be established through a similar procedure.

### 3.4 Hu-Sawicki type models

Equation (3.31) relates $h^{\prime}(x)$ and $h^{\prime \prime}(x)$ in a geometric way through the inflection point $x_{i}$, that is by the root of $h^{\prime \prime}(x)$, provided by the difference $x_{i}^{2}-x^{2}$ in the right member of the equation. However, in the more general case it is possible to write

$$
\begin{equation*}
t s(x) x h^{\prime \prime}(x)=\left(x_{i}^{r}-x^{r}\right) h^{\prime}(x) \tag{3.46}
\end{equation*}
$$

where $t$ is constant, $r>0$ is an even number and $s(x)$ is a continuous even function that, as in the previous section, will be requested linearly independent of $h(x)$, satisfying

$$
\begin{equation*}
\lim _{x \rightarrow x_{i}} s(x)=-\frac{r x_{i}^{r-2} h^{\prime}\left(x_{i}\right)}{t h^{\prime \prime \prime}\left(x_{i}\right)} \tag{3.47}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \frac{1}{s(x)}=0 \tag{3.48}
\end{equation*}
$$

Note that Eq. (3.46) can be integrated as

$$
\begin{equation*}
\frac{1}{1+r} x\left[x^{r}-(1+r) x_{i}^{r}\right] h^{\prime}(x)+\int\left[t s(x)-\frac{x^{r}}{1+r}+x_{i}^{r}\right] x h^{\prime \prime}(x) d x+c_{1}=0 \tag{3.49}
\end{equation*}
$$

and integrating by parts twice the last integral

$$
\frac{1}{1+r} x\left[x^{r}-(1+r) x_{i}^{r}\right] h^{\prime}(x)+\left(t s(x)-\frac{x^{r}}{1+r}+x_{i}^{r}\right) x h^{\prime}(x)+\left[x^{r}-x_{i}^{r}-t\left(s(x)+x s^{\prime}(x)\right)\right] h(x)-
$$

$$
\begin{equation*}
\int\left[r x^{r-1}-t\left(2 s^{\prime}(x)+x s^{\prime \prime}(x)\right)\right] h(x) d x+c_{1}=0 \tag{3.50}
\end{equation*}
$$

for a null integrand,

$$
\begin{equation*}
s(x)=\frac{x^{r}}{t(1+r)}-\frac{\alpha}{x}+\beta \tag{3.51}
\end{equation*}
$$

with $\alpha=0$ to allow the function to be even, thus Eq. (3.46) can be written as

$$
\begin{equation*}
\left(\frac{x^{r}}{1+r}+t \beta\right) x h^{\prime}(x)-\left(x_{i}^{r}+t \beta\right) h(x)+c_{1}=0 \tag{3.52}
\end{equation*}
$$

whose solution is

$$
\begin{equation*}
h(x)=\frac{k}{R_{0}} x^{1+\frac{x^{r}}{t}}\left[x^{r}+(1+r) t\right]^{-\frac{x_{i}^{r}+t}{r t}}-\lambda, \tag{3.53}
\end{equation*}
$$

where $\beta$ was absorbed in $t$, the constants were established from conditions (3.5) and (3.6), and by (3.11), $k<0$. However, for this function to be even, the ratio $x_{i}^{r} / t$ must be an odd number, and since the parameter $r$ is even, they can be related by means of

$$
\begin{equation*}
x_{i}^{r}=(n r-1) t, \tag{3.54}
\end{equation*}
$$

where $n$ is a natural number, and consequently, the function can be expressed as

$$
\begin{equation*}
h(x)=\frac{k}{R_{0}}\left[1+(1+r) t x^{-r}\right]^{-n}-\lambda, \tag{3.55}
\end{equation*}
$$

with which for $n r>2$ and $t>0, c=0$. In this scenario Eq. (3.2) is now expressed as

$$
\begin{equation*}
y(x)=x+\frac{k}{R_{0}}\left[1+(1+r) t x^{-r}\right]^{-n} . \tag{3.56}
\end{equation*}
$$

As a particular case, when $n=1$ and defining

$$
\begin{equation*}
c_{1}=-\frac{c_{2} k}{R_{0}}, \quad \text { and } \quad c_{2}=\frac{1}{(1+r) t} \tag{3.57}
\end{equation*}
$$

the inflection point is obtained at

$$
\begin{equation*}
x_{i}^{r}=\frac{r-1}{c_{2}(r+1)}, \tag{3.58}
\end{equation*}
$$

and

$$
\begin{equation*}
h(x)=-\lambda-\frac{c_{1} x^{r}}{1+c_{2} x^{r}} \tag{3.59}
\end{equation*}
$$

so

$$
\begin{equation*}
y(x)=x-\frac{c_{1} x^{r}}{1+c_{2} x^{r}} \tag{3.60}
\end{equation*}
$$

which is the Hu-Sawicki model [86], where $c=0$. Nevertheless, because $r>0$, it is not possible to obtain Starobinsky's model from Eq. (3.55) and therefore Eq. (3.41) and (3.55) represent different models, however, these models are part of a more general class of models, as will be seen in the next section.

### 3.5 Hypergeometric models

The similarities of models given by equations (3.41) and (3.55) can be found in the form of their differential equations, as well as in the possible values of their respective parameters. To see this, Eq. (3.40) is rewritten as

$$
\begin{equation*}
\frac{1+\beta x^{2}}{(1+2 m-\beta) x} h^{\prime}(x)+h(x)+\lambda-\frac{k}{R_{0}}=0 \tag{3.61}
\end{equation*}
$$

and Eq. (3.31)

$$
\begin{equation*}
\left(1+\beta x^{2}\right) x h^{\prime \prime}(x)+\left[(1+2 m) x^{2}-1\right] h^{\prime}(x)=0 \tag{3.62}
\end{equation*}
$$

multiplying Eq. (3.61) for $n r$ and making $\beta=1, v=-1$ and $r=-2$, these equations can be combined as

$$
\begin{equation*}
\left(v-x^{r}\right) x^{2} h^{\prime \prime}(x)+\left[v(1-(m+n) r)+(1+n r) x^{r}\right] x h^{\prime}(x)+m n r^{2} v h(x)+2 m n r\left(\lambda-\frac{k}{R_{0}}\right)=0 \tag{3.63}
\end{equation*}
$$

In the the same manner, it is possible to express Eq. (3.52) and (3.46), respectively, as

$$
\begin{equation*}
\left(\frac{x^{r}}{t(1+r)}+1\right) x h^{\prime}(x)-n r h(x)-n r \lambda=0 \tag{3.64}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{x^{r}}{t(1+r)}+1\right) x h^{\prime \prime}(x)+\left(\frac{x^{r}}{t}+1-n r\right) h^{\prime}(x)=0 \tag{3.65}
\end{equation*}
$$

or combined as

$$
\begin{equation*}
\left(v-x^{r}\right) x^{2} h^{\prime \prime}(x)+\left[v(1-(m+n) r)+((m-1) r-1) x^{r}\right] x h^{\prime}(x)+m n r^{2} v h(x)=0 \tag{3.66}
\end{equation*}
$$

where $v=-t \beta(1+r)$ and $\lambda=0$. Therefore, a generalization of Eq. (3.63) and (3.66) can be made as follows,

$$
\begin{equation*}
\left(v-x^{r}\right) x^{2} h^{\prime \prime}(x)+\left[v(1-(m+n) r)+((u-1) r-1) x^{r}\right] x h^{\prime}(x)+m n r^{2} v\left(h(x)+\lambda-\frac{c}{2 m}\right)=0 \tag{3.67}
\end{equation*}
$$

where $u$ is a parameter that can be adjusted according to the type of model, when $u=n$ and $r=-2$, the Starobinsky type model is obtained, Eq. (3.43), and when $u=m$, the Hu-Sawicki one, Eq. (3.55), is found. Now with the variable change

$$
\begin{equation*}
z=v x^{-r}, \tag{3.68}
\end{equation*}
$$

it is realized that Eq. (3.67) is in effect the hypergeometric equation

$$
\begin{equation*}
(1-z) z g^{\prime \prime}(z)+(u-(1+m+n) z) g^{\prime}(z)-m n g(z)=0 \tag{3.69}
\end{equation*}
$$

where

$$
\begin{equation*}
g(z)=h(z)+\lambda-\frac{c}{2 m} \tag{3.70}
\end{equation*}
$$

by choosing the constants appropriately, according to equations (3.43) and (3.55), the solution can be written as (for $m, n, u, v, r \neq 0$ )

$$
\begin{equation*}
h(z)=\left(\frac{k}{R_{0}}-\frac{c}{m}\right){ }_{2} F_{1}(m, n, u ; z)+\frac{c}{2 m}-\lambda \tag{3.71}
\end{equation*}
$$

together with the condition of existence of the inflection point, given by the algebraic equation

$$
\begin{equation*}
\frac{{ }_{2} F_{1}\left(m+1, n+1 ; u+1 ; z_{i}\right)}{{ }_{2} F_{1}\left(m+2, n+2 ; u+2 ; z_{i}\right)}=\frac{(m+1)(n+1) r}{(r+1)(u+1) z_{i}} . \tag{3.72}
\end{equation*}
$$

If this equation ensures the existence of a single point of inflection, it remains to analyze the domain of the parameters in which $h(x)$ is viable. When $r>0$, the model naturally satisfies limits Eq. (3.8) and Eq. (3.10), however to satisfy the limits (3.5) and (3.6), $c=0$, and at the same time, by the series expansion of $h^{\prime}(x)$ and $h^{\prime \prime}(x)$, it is observed that $m>2 / r, n>2 / r, v \neq 0, m-n \notin \mathbb{Z}$ and $u \neq w$ with $w \in \mathbb{Z}$ and $w \leq 0$, for the model to meet limits (3.7) and (3.9). In addition, Euler's
integral representation of the hypergeometric function allows to further restrict the parameters of the model according to Eq. (3.11), since for $x>0,-1<n<u$ and $v<0$ (with $R_{0}=1$ )

$$
\begin{equation*}
h^{\prime}(x)=-\frac{k m r v x^{m r-1} \Gamma(u)}{\Gamma(n) \Gamma(u-n)} \int_{0}^{1} \frac{(1-t)^{u-n-1} t^{n}}{\left(x^{r}-v t\right)^{m+1}} d t \tag{3.73}
\end{equation*}
$$

where $\Gamma(x)$ is the Gamma function. Due to the positive integrand and the integral definition interval, the integral is positive, and because

$$
\begin{equation*}
\frac{\Gamma(u)}{\Gamma(n) \Gamma(u-n)}>0 \tag{3.74}
\end{equation*}
$$

for $n<u$, then for $h^{\prime}(x)<0, k<0$. Simultaneously, in order that $h^{\prime}(x)>-1$,

$$
\begin{equation*}
\frac{u(r+1)(u+1) x_{i}^{2 r+1}}{|k| r^{2} v^{2} m n(m+1)(n+1)}>{ }_{2} F_{1}\left(m+2, n+2 ; u+2 ; \frac{v}{x_{i}^{r}}\right), \tag{3.75}
\end{equation*}
$$

where $x_{i}$ is the inflection point, obtained from Eq. (3.72). Numerically it is found that for $0<r<2$, $m \geq 1, n \geq 1, n<u<n+1, v<-1$,

$$
\begin{equation*}
x^{r+1}>{ }_{2} F_{1}\left(m+1, n+1 ; u+1 ; v x^{-r}\right), \tag{3.76}
\end{equation*}
$$

so that if $u>k m n r v$, then $h^{\prime}(x)>-1$.
Alternatively, a sufficient condition for $h^{\prime}(x)>-1$ is

$$
\begin{equation*}
\frac{\left(1+\frac{1}{r}\right)_{w-1}(u)_{w}}{r\left|k v^{w}\right|(m)_{w}(n)_{w}}>\frac{{ }_{2} F_{1}\left(m+w, n+w ; u+w ; \frac{v}{x_{i}^{r}}\right)}{x_{i}^{r w+1}} \tag{3.77}
\end{equation*}
$$

where $(a)_{w}$ is the Pochhammer symbol.
On the other hand, when $r<0$, for limit Eq. (3.5) to be satisfied, $c=2 k m / R_{0}$, whereas for limits (3.6), (3.8) and (3.10), $m>0, n>0$ and, as in the previous case, $u \neq w$. Likewise, when $r \leq-2$, limit Eq. (3.7) is satisfied ${ }^{1}$, however when $r=-2$,

$$
\begin{equation*}
\lim _{x \rightarrow 0} h^{\prime \prime}(x)=-\frac{2 k m n v}{u R_{0}} \tag{3.78}
\end{equation*}
$$

so that $u=-n v$, which in turn implies that $v<-1$. When $r<-2$, limit given by Eq. (3.9) is fulfilled. Note that although the value of the constant $c$ depends on the sign of $r$, the Eq. (3.73) is still valid in this case, $r \leq-2$, so the restrictions on the parameters that were made previously, i.e. $n<u$ and $k<0$, remain valid.

Finally, the hypergeometric model can be expressed using Eq. (3.2),

$$
\begin{equation*}
y(x)=x+\left(\frac{k}{R_{0}}-\frac{c}{m}\right){ }_{2} F_{1}\left(m, n, u ; \frac{v}{x^{r}}\right)+\frac{c}{2 m} \tag{3.79}
\end{equation*}
$$

and contains the generalized Starobinsky type (3.45) and Hu-Sawicki (3.56) type models, since when $u=n, r=-2, v=-1$ and $c=2 k m / R_{0}$, the first one is obtained, and when $u=m, v=-(1+r) t$ and $c=0$, the second one is obtained, therefore Eq. (3.79) can be considered as a generalization of these models.

[^4]

## SPHERICALLY SYMMETRIC VACUUM SOLUTION

The solutions of the field equations in spherically symmetric and static (SSS) spacetime have been widely investigated in GR and therefore constitute the starting point for analysing the new physics introduced by the non-linear terms of the scalar curvature in $f(R)$ theory. Different works have been done on this topic, including Schwarzschild-type solutions of constant $R$ and $R=R(r)$ [44, 165], even using the Noether symmetry approach [43], charged SSS Black Hole (BH) solutions [131], and for particular models in cylindrically symmetric spaces [124, 126]. All these solutions are of paramount importance because of the differences and similarities they can offer with respect to the case of GR. For example the non-hair theorem (NHT) can be generalized into $f(R)$ for models that meet certain conditions (except $f(R)=R^{2}$ ) see [37], however models can be found that lead to hairy Asymptotically-Flat-SSS BH solutions for which $R$ is not a constant and thus evade the theorem [38]. Similarly, solutions in $f(R)$ gravity have been found with $R$ coupled to non-linear electromagnetic sources, which turn out to be generalizations of regular BH in GR [159].
This chapter explores the solutions of field equations in SSS spaces in $f(R)$ gravity coupled with EM fields in the BI theory ${ }^{1}$ [24], first, the field equations in this theory and for a SSS spacetime are written and the conditions for function $f(R)$ expressed parametrically in terms of the variable $r$ are determined. then, the GR-BI solution is shown as a particular case. The Schwarzschild-BI-type and $f(R)$-Maxwell solutions are presented as limit cases of the $f(R)$-BI solution and the constraints on the forms of the models $f(R)$ generated by those solutions are shown. Finally we show a particular solution of the $f(R)$-BI theory and its restrictions on the function $f(R)$.

[^5]
### 4.1 Maximally symmetric space

One important and simple solution to the field equations (2.28) is the Schwarzschild-like solution for maximally symmetric spaces, which are manifolds characterized by

1. Constant scalar curvature: $R=$ constant
2. Ricci tensor proportional to the scalar curvature: $R_{\mu \nu}=\frac{1}{4} R g_{\mu \nu}$
hereafter we will call $R=R_{0}$, so that

$$
\begin{equation*}
\left[f^{\prime}\left(R_{0}\right)\right]_{, \mu}=\frac{\partial f^{\prime}\left(R_{0}\right)}{\partial x^{\mu}}=\frac{\partial R_{0}}{\partial x^{\mu}} \frac{\partial f^{\prime}\left(R_{0}\right)}{\partial R_{0}}=0 . \tag{4.1}
\end{equation*}
$$

thus, field equations in vacuum $\left(T_{\mu \nu}=0\right)$, takes the form

$$
\begin{equation*}
f^{\prime}\left(R_{0}\right) R_{\mu v}-\frac{1}{2} f\left(R_{0}\right) g_{\mu v}=0 \tag{4.2}
\end{equation*}
$$

and the algebraic equation for the trace (2.30) gives

$$
\begin{equation*}
f\left(R_{0}\right)=\frac{1}{2} f^{\prime}\left(R_{0}\right) R_{0} \tag{4.3}
\end{equation*}
$$

by replacing in the equation (4.2),

$$
\begin{equation*}
f^{\prime}\left(R_{0}\right)\left(R_{\mu v}-\frac{1}{4} R_{0} g_{\mu v}\right)=0 \tag{4.4}
\end{equation*}
$$

The last condition for the Ricci tensor is stated as a property for the maximally symmetric spaces, however here it is obtained from the intrinsic dynamic imposed by the field equations in $f(R)$ theory. Also note that for the case $R_{0}=0$ the Einstein field equations in vacuum are obtained, that is $R_{\mu \nu}=0$.

Besides, the spacetime surrounding a static and spherically symmetric object of mass $M$ is determined by the condition of homogeneity and isotropy, which can be interpreted as the only form of the metric

$$
\begin{equation*}
d s^{2}=-e^{2 \alpha(r)} d t^{2}+e^{2 \beta(r)} d r^{2}+r^{2} d \Omega^{2} \tag{4.5}
\end{equation*}
$$

with the angular element $d \Omega^{2}=d \theta^{2}+\sin ^{2} \theta d \phi^{2}$ as usual, and the exponential are chosen so the signature of the metric does not change. The non-vanishing components of the Ricci tensor, (2.5), are

$$
\begin{gather*}
R_{t t}=e^{2[\alpha(r)-\beta(r)]}\left[A(r)+\frac{2 \alpha^{\prime}(r)}{r}\right],  \tag{4.6}\\
R_{r r}=-A(r)+\frac{2 \beta^{\prime}(r)}{r},
\end{gather*}
$$

$$
\begin{gather*}
R_{\theta \theta}=-e^{-2 \beta(r)}\left(1+r\left[\alpha^{\prime}(r)-\beta^{\prime}(r)\right]\right)+1  \tag{4.8}\\
R_{\phi \phi}=\sin ^{2} \theta R_{\theta \theta} \tag{4.9}
\end{gather*}
$$

where we have defined the function

$$
\begin{equation*}
A(r)=\alpha^{\prime \prime}(r)+\alpha^{\prime 2}(r)-\alpha^{\prime}(r) \beta^{\prime}(r) \tag{4.10}
\end{equation*}
$$

With these components the Ricci scalar can be obtained as

$$
\begin{align*}
R_{0} & =g^{\mu \nu} R_{\mu \nu} \\
& =-e^{-2 \beta}\left[A(r)+\frac{2 \alpha^{\prime}}{r}\right]+e^{-2 \beta}\left[-A(r)+\frac{2 \beta^{\prime}}{r}\right]+\frac{2}{r^{2}}\left(-e^{-2 \beta}\left[1+r\left(\alpha^{\prime}-\beta^{\prime}\right)\right]+1\right) \\
& =-2 e^{-2 \beta}\left[A(r)+\frac{2}{r}\left(\alpha^{\prime}-\beta^{\prime}\right)+\frac{1}{r^{2}}\left(1-e^{2 \beta}\right)\right], \tag{4.11}
\end{align*}
$$

However, the four components of the Ricci tensor are not independent

$$
\begin{align*}
R_{t t}+e^{2(\alpha-\beta)} R_{r r} & =\frac{2}{r} e^{2(\alpha-\beta)}\left(\alpha^{\prime}+\beta^{\prime}\right) \\
R_{r r} & =\frac{2}{r}\left(\alpha^{\prime}+\beta^{\prime}\right)-e^{-2(\alpha-\beta)} R_{t t} \tag{4.12}
\end{align*}
$$

thus, the field equation (4.4) for the $r r$ component is

$$
\begin{aligned}
4 R_{r r}-g_{r r} R_{0} & =0 \\
\frac{8}{r}\left(\alpha^{\prime}+\beta^{\prime}\right)-4 e^{-2(\alpha-\beta)} R_{t t}-e^{2 \beta} R_{0} & =0 \\
\frac{8}{r}\left(\alpha^{\prime}+\beta^{\prime}\right)-4\left[A(r)+\frac{2 \alpha^{\prime}}{r}\right]+2\left[A(r)+\frac{2}{r}\left(\alpha^{\prime}-\beta^{\prime}\right)+\frac{1}{r^{2}}\left(1-e^{2 \beta}\right)\right] & =0
\end{aligned}
$$

$$
\begin{equation*}
\frac{2}{r}\left(\alpha^{\prime}+\beta^{\prime}\right)-A(r)+\frac{1}{r^{2}}\left(1-e^{2 \beta}\right)=0 \tag{4.13}
\end{equation*}
$$

so, the equation of motion is

$$
\begin{equation*}
A(r)=\frac{2}{r}\left(\alpha^{\prime}+\beta^{\prime}\right)+\frac{1}{r^{2}}\left(1-e^{2 \beta}\right) \tag{4.14}
\end{equation*}
$$

On the other hand, the component $\theta \theta$ provides the equation

$$
\begin{align*}
4 \theta R_{\theta \theta}-R_{0} r^{2} & =0 \\
2\left[1+r\left(\alpha^{\prime}-\beta^{\prime}\right)\right]-2 e^{2 \beta}-\left[A(r)+\frac{2}{r}\left(\alpha^{\prime}-\beta^{\prime}\right)+\frac{1}{r^{2}}\left(1-e^{2 \beta}\right)\right] r^{2} & =0 \\
1-e^{2 \beta}-r^{2} A(r) & =0 \tag{4.15}
\end{align*}
$$

and again we obtain an equation for $A(r)$

$$
\begin{equation*}
A(r)=\frac{1}{r^{2}}\left(1-e^{2 \beta}\right) \tag{4.16}
\end{equation*}
$$

Thus, from equations (4.14) and (4.16)

$$
\begin{equation*}
\alpha^{\prime}(r)=-\beta^{\prime}(r) \tag{4.17}
\end{equation*}
$$

so that when replacing in either of two equations (4.14) and (4.16), we get the differential equation for $\beta(r)$

$$
\begin{equation*}
r^{2} \beta^{\prime \prime}(r)-2 r^{2} \beta^{\prime 2}(r)-e^{2 \beta(r)}=-1 \tag{4.18}
\end{equation*}
$$

whose solution is

$$
\begin{equation*}
\beta(r)=-\frac{1}{2} \ln \left(1+\frac{2 c_{1}}{3} r^{2}-\frac{c_{2}}{r}\right), \tag{4.19}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are constants to be determined. Thereby

$$
\begin{equation*}
\alpha(r)=\frac{1}{2} \ln \left(1+\frac{2 c_{1}}{3} r^{2}-\frac{c_{2}}{r}\right)+c_{3}, \tag{4.20}
\end{equation*}
$$

where, again $c_{3}$ is the constant of integration, and the metric (4.5) can be written as

$$
\begin{equation*}
d s^{2}=-e^{c_{3}}\left(1+\frac{2 c_{1}}{3} r^{2}-\frac{c_{2}}{r}\right) d t^{2}+\left(1+\frac{2 c_{1}}{3} r^{2}-\frac{c_{2}}{r}\right)^{-1} d r^{2}+r^{2} d \Omega^{2} \tag{4.21}
\end{equation*}
$$

Finally by rescaling the temporal coordinate $t \rightarrow e^{c_{3}} t$, the metric for a points at exterior of a spherically symmetric body in $f(R)$ theory takes the form

$$
\begin{equation*}
d s^{2}=-\left(1+\frac{2 c_{1}}{3} r^{2}-\frac{c_{2}}{r}\right) d t^{2}+\left(1+\frac{2 c_{1}}{3} r^{2}-\frac{c_{2}}{r}\right)^{-1} d r^{2}+r^{2} d \Omega^{2} \tag{4.22}
\end{equation*}
$$

It is important to make clear that spite of the functional form of the Ricci Scalar with respect to the $r$ coordinate, as can be seen in the equation (4.11), this dependence has to be cancelled so that curvature remains constant, by equations (4.16), (4.19) and (4.17)

$$
\begin{align*}
R_{0} & =-2 e^{-2 \beta}\left[A(r)+\frac{2}{r}\left(\alpha^{\prime}-\beta^{\prime}\right)+\frac{1}{r^{2}}\left(1-e^{2 \beta}\right)\right] \\
& =-\frac{4}{r^{2}}\left(e^{-2 \beta}-1-2 r e^{-2 \beta} \beta^{\prime}\right) \\
& =-\frac{4}{r^{2}}\left(\frac{2 c_{1}}{3} r^{2}-\frac{c_{2}}{r}+\frac{4 c_{1}}{3} r^{2}+\frac{c_{2}}{r}\right) \\
& =-8 c_{1} \tag{4.23}
\end{align*}
$$

therefore the Ricci scalar is constant, $R_{0}=-8 c_{1}$, as it must be.
To see the value of $c_{1}$, we turn back to field equations (4.2) using the value found for the scalar curvature, and the Ricci component tensor (4.4)

$$
\begin{equation*}
c_{1}=-\frac{1}{4} \frac{f\left(R_{0}\right)}{f^{\prime}\left(R_{0}\right)} . \tag{4.24}
\end{equation*}
$$

Notice also that if $f(R)=R \mathrm{GR}$ is retaken, $c_{1}=R_{0}$, and $R_{0}=0$, so the field equations (4.2) turn into the Einstein equations for vacuum and the metric (4.22) becomes the Scwarzschild metric as usual.

$$
\begin{equation*}
d s^{2}=-\left(1-\frac{c_{2}}{r}\right) d t^{2}+\left(1-\frac{c_{2}}{r}\right)^{-1} d r^{2}+r^{2} d \Omega^{2}, \tag{4.25}
\end{equation*}
$$

in that case, for correspondence with the Schwarzschild metric, if $c_{1}=0$ then $c_{2}=R_{S}=2 M$, where $M$ is the mass of the object. Finally, we can write the line element 4.22, as

$$
\begin{equation*}
d s^{2}=-\left(1-\frac{1}{6} \frac{f\left(R_{0}\right)}{f^{\prime}\left(R_{0}\right)} r^{2}-\frac{R_{S}}{r}\right) d t^{2}+\left(1-\frac{1}{6} \frac{f\left(R_{0}\right)}{f^{\prime}\left(R_{0}\right)} r^{2}-\frac{R_{S}}{r}\right)^{-1} d r^{2}+r^{2} d \Omega^{2} . \tag{4.26}
\end{equation*}
$$

Metric (4.26) shows that $f(R)$ reduces to (Anti) de Sitter spacetime when it comes a Maximally Symmetric Space.

### 4.1.1 Born-Infeld BH solution in GR

Metric (4.26) was constructed under the assumptions of constant curvature and staticity of the BH, however we can extend the characteristics of the BH in the $f(R)$ gravity by assuming that it has an net electric and magnetic charge, this class of solutions are called Einstein-Maxwell-BH (EMBH), which, through the appropriate replacements, results equivalent to the Reissner-Nordström BH (RNBH) in the AdS Spacetime. In this section we are going to extend again the EMBH solutions to the charged BH in the so called Einstein-Born-Infeld theory for $f(R)$ gravity.

Maxwell's classical electromagnetism is based on the definition of the electromagnetic tensor ${ }^{2}$ F

$$
\begin{equation*}
F^{\mu \nu}=A^{v, \mu}-A^{\mu, v} \tag{4.27}
\end{equation*}
$$

with the electromagnetic four-potential $A^{\mu}=(\phi, \mathbf{A})$. Electric and magnetic fields are expressed as $\mathbf{E}=-\nabla \phi-\mathbf{A}_{, t}$ and $\mathbf{B}=\nabla \times \mathbf{A}$, whose dynamics is determined by the Maxwell equations

$$
\begin{equation*}
\partial_{\mu} F_{, \mu}^{\mu \nu}=J^{\nu}, \tag{4.28}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{[\mu \nu, \sigma]}=0 ; \tag{4.29}
\end{equation*}
$$

where $J=(\rho, \boldsymbol{J})$ is the four current density ( $\rho$ and $\boldsymbol{J}$ are charge and current densities). The Einstein-Maxwell theory is a modification of the Einstein field equations in which matter is coupled with the fields through the traceless electromagnetic stress-energy tensor

$$
\begin{equation*}
T_{\mu \nu}=F_{\mu \sigma} F_{v}^{\sigma}-\frac{1}{4} g_{\mu \nu} F_{\sigma \rho} F^{\sigma \rho} \tag{4.30}
\end{equation*}
$$

[^6]whose solutions associated to field equations in GR
\[

$$
\begin{equation*}
R_{\mu v}=\kappa T_{\mu v} \tag{4.31}
\end{equation*}
$$

\]

for a charged, static and spherically symmetric body, are called Reissner-Nordström BH [47]

$$
\begin{equation*}
d s^{2}=-\left(1-\frac{2 M}{r}+\frac{q^{2}+p^{2}}{r^{2}}\right) d t^{2}+\left(1-\frac{2 M}{r}+\frac{q^{2}+p^{2}}{r^{2}}\right)^{-1} d r^{2}+r^{2} d \Omega^{2} \tag{4.32}
\end{equation*}
$$

where $M$ is interpreted as the mass, $q$ and $p$ are the electric and magnetic charge of the BH .

### 4.2 Field equations in BI- $f(R)$ theory

The dynamics of the spacetime in $f(R)$ theory of gravity is determined by the field equations (2.28), which are found from the least action principle applied to the action

$$
\begin{equation*}
I=\frac{1}{2 \kappa}\left(\int_{\Sigma} d^{4} x \sqrt{-g} f(R)+I_{G Y H}\right)+\int d^{4} x \sqrt{-g} L_{M}, \tag{4.33}
\end{equation*}
$$

defined over a hypervolume $\Sigma$, where $I_{G Y H}$, represents the Gibbons-York-Hawking term that corrects the boundary action value problem, and $L_{M}$ is the stress-energy Lagrangian contribution, which in the BI formulation for an electromagnetic field in vacuum [29, 30], is written as

$$
\begin{equation*}
L_{M}(\mathrm{~F})=b^{2}\left(1-\sqrt{1+\frac{2 \mathrm{~F}}{b^{2}}}\right) \tag{4.34}
\end{equation*}
$$

where $b$ is the BI parameter, which can be chosen in such a way that the classical fields of Maxwell's theory are obtained as an approximation of the BI theory, i.e. in the limit $b \rightarrow \infty$, while when $b \rightarrow 0$, finite values of the electromagnetic fields are obtained. At the same time, $\mathrm{F}=\frac{1}{4} F_{\mu \nu} F^{\mu \nu}$ is the Maxwell's classic Lagrangian density, with the electromagnetic field tensor $F_{\mu \nu}=A_{v, \mu}-A_{\mu, v}$, and $A_{\mu}$ is the electromagnetic four-potential. Under conditions of spherical symmetry and staticity ${ }^{3}$ the only nonzero components of the field tensor are, without sources of magnetic fields,

$$
\begin{equation*}
F_{t r}=-F_{r t}=\frac{q}{\sqrt{r^{4}+q^{2} / b^{2}}} . \tag{4.35}
\end{equation*}
$$

and the stress-energy tensor

$$
\begin{align*}
T_{\mu \nu} & =g_{\mu \nu} L_{M}-F_{\mu \sigma} F_{v}^{\sigma} L_{M}^{\prime} \\
& =\frac{F_{\mu \sigma} F_{v}^{\sigma}}{\sqrt{1+\frac{1}{2 b^{2}} F_{\alpha \beta} F^{\alpha \beta}}}+b^{2} g_{\mu \nu}\left(1-\sqrt{1+\frac{1}{2 b^{2}} F_{\alpha \beta} F^{\alpha \beta}}\right), \tag{4.36}
\end{align*}
$$

[^7]where the comma means total derivative with respect to F. It should be noted that in Maxwell's theory the stress-energy tensor is traceless, however tensor (4.36) in the BI frame has $T=T_{\mu}^{\mu} \neq 0$, which means that $R=R_{0}$ does not imply that $R_{\mu \nu}=\frac{1}{4} R_{0} g_{\mu v}$, and instead, by the trace equation
\[

$$
\begin{equation*}
f(R)=\frac{1}{2}\left(F(R) R+3 F(R)_{; \alpha}^{; \alpha}-\kappa T\right), \tag{4.37}
\end{equation*}
$$

\]

can be expressed as

$$
\begin{equation*}
F(R) R_{\mu \nu}-\frac{1}{4} g_{\mu \nu}[F(R) R-F(R) ; \alpha-\kappa T]-F(R)_{; \mu \nu}=\kappa T_{\mu \nu}, \tag{4.38}
\end{equation*}
$$

or rearranging some terms the field equations are,

$$
\begin{equation*}
4\left[F(R) R_{\mu \nu}-\kappa T_{\mu \nu}\right]-\left[F(R) R-\kappa T-F(R)_{; \alpha}^{; \alpha}\right] g_{\mu \nu}-4 F(R)_{; \mu \nu}=0 . \tag{4.39}
\end{equation*}
$$

This equation depends on the second covariant derivatives of the scalar function $f(R)$, which are combinations of partial derivatives of the metric, and to simplify the equations we will assume a SSS spacetime, defined by the metric

$$
\begin{equation*}
d s^{2}=-a(r) d t^{2}+a^{-1}(r) d r^{2}+r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right), \tag{4.40}
\end{equation*}
$$

from which the scalar curvature gives

$$
\begin{equation*}
R=\left[2-2 a(r)-4 r a^{\prime}(r)\right] r^{-2}-a^{\prime \prime}(r), \tag{4.41}
\end{equation*}
$$

and the covariant derivatives of the function are

$$
\begin{gather*}
F(R)_{; t t}=-\frac{1}{2} a(r) a^{\prime}(r) \partial_{r} F(R)=a^{2}(r)\left(\partial_{r}^{2} F(R)-F(R)_{; r r}\right),  \tag{4.42}\\
F(R)_{; \theta \theta}=r a(r) \partial_{r} F(R)=\csc ^{2} \theta F(R)_{; \phi \phi}, \tag{4.43}
\end{gather*}
$$

and

$$
\begin{equation*}
F(R)_{; \alpha}^{; \alpha}=\left[a^{\prime}(r)+\frac{2 a(r)}{r}\right] \partial_{r} F(R)+\alpha(r) \partial_{r}^{2} F(R) . \tag{4.44}
\end{equation*}
$$

In this way the components $t t$ and $r r$ of the field equations are (the other two components are indeed the same equation)

$$
\begin{gathered}
4 \frac{F(R) R_{t t}-\kappa T_{t t}}{a(r)^{2}}+\frac{F(R) R-\kappa T}{a(r)}+\left[\frac{a^{\prime}(r)}{a(r)}-\frac{2}{r}\right] \partial_{r} F(R)=\partial_{r}^{2} F(R), \\
4\left(F(R) R_{r r}-\kappa T_{r r}\right)-\frac{F(R) R-\kappa T}{a(r)}-\left[\frac{a^{\prime}(r)}{a(r)}-\frac{2}{r}\right] \partial_{r} F(R)=3 \partial_{r}^{2} F(R),
\end{gathered}
$$

but since $R_{t t}=a^{2}(r) R_{r r}$ and $T_{t t}=a^{2}(r) T_{r r}$, adding the equations it must be fulfilled that

$$
\begin{equation*}
\partial_{r}^{2} F(R)=0 . \tag{4.45}
\end{equation*}
$$

this condition imposes a strong restriction on the form of the function $f(R)$, since it must satisfy

$$
\begin{equation*}
\left.\frac{d f(R)}{d R}\right|_{R=R(r)}=m+n r \tag{4.46}
\end{equation*}
$$

and by the fundamental theorem of calculus

$$
\begin{equation*}
f(R)=\left[\left.\int d r f^{\prime}(R)\right|_{R=R(r)} \partial_{r} R(r)\right]_{R(r)=R} \tag{4.47}
\end{equation*}
$$

or

$$
\begin{equation*}
f(R)=\left[\int d r(m+n r) \partial_{r} R(r)\right]_{R(r)=R} \tag{4.48}
\end{equation*}
$$

with $m$ and $n$ constants. At first glance, one might try to find a solution to the field equations by proposing a function $f(R)$ that satisfies them simultaneously with definition of the scalar curvature (4.41) and finally, if necessary, adjust the constants associated with the integrals by replacing $a(r)$ in the field equations. However proposing a viable model $f(R)$ that meets (4.48) and satisfies both the cosmological and the Solar system tests in the so called chameleon mechanism is not a simple task [28], indeed, if the model satisfies the observational tests it means that it is at some limit indistinguishable from the $\Lambda$-Cold Dark Matter model ( $\Lambda$ CDM) [151], which can be used to rule out some models. On the contrary, finding the general solutions of the field equations will allow us to observe the behavior of $R$ and thus restrict the functions $f(R)$ according to the constants $m$ and $n$, in three ways: (i) $m \neq 0$ and $n=0$, (ii) $m \neq 0$ and $n \neq 0$ and (iii) $m=0$ and $n \neq 0$.

### 4.3 Einstein-BI solutions in vacuum

As expected, GR must be recovered when $f(R)=R$ or equivalently if $m \neq 0$ and $n=0$, in which case the equations (4.39) become

$$
\begin{equation*}
4\left(m R_{\mu v}-\kappa T_{\mu v}\right)-(m R-\kappa T) g_{\mu \nu}=0 \tag{4.49}
\end{equation*}
$$

From the definition of $R$,

$$
\begin{equation*}
R=\frac{2-2 a(r)-4 r a^{\prime}(r)}{r^{2}}-a^{\prime \prime}(r) \tag{4.50}
\end{equation*}
$$

and the $r r$ component of the Ricci tensor

$$
\begin{equation*}
R_{r r}=-\frac{2 a^{\prime}(r)+r a^{\prime \prime}(r)}{2 r a(r)} \tag{4.51}
\end{equation*}
$$

field equations in the BI theory, are reduced

$$
\begin{equation*}
r^{2} a^{\prime \prime}(r)-2 a(r)-\frac{16 b \pi q^{2}}{m \sqrt{b^{2} r^{4}+q^{2}}}+2=0 \tag{4.52}
\end{equation*}
$$

integrating this equation results in

$$
\begin{equation*}
r\left[r a^{\prime}(r)-2 a(r)+2\right]-\frac{16 \pi b q^{2}}{m} \int \frac{1}{\sqrt{b^{2} r^{4}+q^{2}}} d r+c_{1}=0 \tag{4.53}
\end{equation*}
$$

or

$$
\begin{equation*}
r\left[r a^{\prime}(r)-2 a(r)+2\right]+\frac{16 \pi q^{2}}{m r}{ }_{2} F_{1}\left(\frac{1}{4}, \frac{1}{2} ; \frac{5}{4} ;-\frac{q^{2}}{b^{2} r^{4}}\right)+c_{1}=0 \tag{4.54}
\end{equation*}
$$

multiplying by $r^{-4}$ and integrating again

$$
\begin{equation*}
\frac{a(r)}{r^{2}}-\frac{1}{r^{2}}-\frac{c_{1}}{3 r^{3}}+c_{2}+\frac{16 \pi q^{2}}{m} \int \frac{{ }_{2} F_{1}}{r^{5}} d r=0 \tag{4.55}
\end{equation*}
$$

and

$$
\begin{equation*}
a(r)=1+\frac{c_{1}}{3 r}-c_{2} r^{2}+\frac{8 \pi b^{2}}{3 m} r^{2}\left(1-\sqrt{1+\frac{q^{2}}{b^{2} r^{4}}}+\frac{2 q^{2}}{b^{2} r^{4}}{ }_{2} F_{1}\left(\frac{1}{4}, \frac{1}{2} ; \frac{5}{4} ;-\frac{q^{2}}{b^{2} r^{4}}\right)\right) \tag{4.56}
\end{equation*}
$$

this solution is also obtained when $R=$ constant is assumed in the field equations, resulting $f^{\prime}(R)=m$. Solution (4.56) describes an electrically charged RN-AdS BH solution in GR-BI theory [83, 153], and the scalar curvature defines constant hypersurfaces

$$
\begin{equation*}
R=\frac{16 \pi b^{2}}{m}\left[\left(2+\frac{q^{2}}{b^{2} r^{4}}\right)\left(1+\frac{q^{2}}{b^{2} r^{4}}\right)^{-1 / 2}-2\right]+12 c_{2} \tag{4.57}
\end{equation*}
$$

such that $R_{b \rightarrow 0, \infty}=4 \Lambda$, as it must be. Now, by (4.48), the function can be obtained directly

$$
\begin{equation*}
f(R)=m R+m_{0} \tag{4.58}
\end{equation*}
$$

where $m_{0}$ is the integration constant, obtained from the trace equation, $m_{0}=-6 c_{2} m$. Constants can be identified at the limit $b \rightarrow \infty$, when the solution is compared with the RN metric, i.e. $c_{1}=-3 R_{S}$ and $c_{2}=0$. Solution Eq. (4.56) satisfies the field equations,

$$
\begin{equation*}
R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R=\frac{\kappa}{m} T_{\mu \nu} \tag{4.59}
\end{equation*}
$$

as well as the trace equation,

$$
\begin{equation*}
m R+\kappa T=0 \tag{4.60}
\end{equation*}
$$

However if we compare the solution at $b \rightarrow \infty$ with the $R N(A)$ dSitter metric, $c_{2}=-\Lambda / 3$, and the solution satisfies the field equations in GR with cosmological constant in the BI theory and $\kappa \rightarrow \kappa / m$

$$
\begin{equation*}
R_{\mu v}-\frac{1}{2} g_{\mu v} R+\Lambda g_{\mu v}=\frac{\kappa}{m} T_{\mu v} \tag{4.61}
\end{equation*}
$$

and the trace equation

$$
\begin{equation*}
m(4 \Lambda-R)=\kappa T \tag{4.62}
\end{equation*}
$$

It is concluded that in this case, the models are reduced to the $\Lambda \mathrm{CDM}$ model with $\kappa \rightarrow \kappa / m$.

## $4.4 f(R)$-BI solutions

In the most general case, when $m \neq 0$ and $n \neq 0$,

$$
\begin{equation*}
f(R)=\left[\int(m+n r) \frac{\partial R(r)}{\partial r} d r\right]_{R(r)=R}=m R+n\left[\int r \frac{\partial R(r)}{\partial r} d r\right]_{R(r)=R} \tag{4.63}
\end{equation*}
$$

and $F(r)=m+n r$, so that

$$
\begin{equation*}
F(r) ; \alpha=\left[a^{\prime}(r)+\frac{2 a(r)}{r}\right] \frac{\partial F(r)}{\partial r}, \tag{4.64}
\end{equation*}
$$

and the field equations, for the $r r$ component, take the form

$$
\begin{equation*}
r^{2}\left[(m+n r) a^{\prime \prime}(r)+n a^{\prime}(r)\right]-2 a(r)(m+2 n r)+2(m+n r)=\frac{16 \pi b q^{2}}{\sqrt{b^{2} r^{4}+q^{2}}} \tag{4.65}
\end{equation*}
$$

integrating this equation it is found that

$$
\begin{equation*}
2 m r+n r^{2}-2 r a(r)(m+n r)+r^{2} a^{\prime}(r)(m+n r)+c_{1}=\int \frac{16 \pi b q^{2}}{\sqrt{b^{2} r^{4}+q^{2}}} d r \tag{4.66}
\end{equation*}
$$

or

$$
\begin{equation*}
2 m r+n r^{2}-2 r a(r)(m+n r)+r^{2} a^{\prime}(r)(m+n r)+c_{1}=-\frac{16 \pi q^{2}}{r}{ }_{2} F_{1}\left(\frac{1}{4}, \frac{1}{2} ; \frac{5}{4} ;-\frac{q^{2}}{b^{2} r^{4}}\right) \tag{4.67}
\end{equation*}
$$

multiplying by $(m+n r)^{-1} r^{-4}$ and integrating again

$$
\begin{equation*}
\frac{a(r)}{r^{2}}+\frac{c_{1} n-2 m^{2}}{2 m^{2} r^{2}}+\left(\frac{c_{1} n}{m^{2}}-1\right) \ln \left[n+\frac{m}{r}\right]^{\frac{n^{2}}{m^{2}}}+\frac{n\left(m^{2}-c_{1} n\right)}{m^{3} r}-\frac{c_{1}}{3 m r^{3}}+c_{2}=-16 \pi q^{2} \int \frac{{ }_{2} F_{1}}{r^{5}(m+n r)} d r \tag{4.68}
\end{equation*}
$$

thus

$$
\begin{equation*}
a(r)=1-c_{2} r^{2}-\frac{c_{1}}{m}\left(\frac{n}{2 m}-\frac{1}{3 r}\right)+\frac{n}{m}\left(1-\frac{c_{1} n}{m^{2}}\right)\left(\ln \left[n+\frac{m}{r}\right]^{\frac{n}{m}}-\frac{1}{r}\right) r^{2}-16 \pi q^{2} r^{2} \int \frac{{ }_{2} F_{1}}{r^{5}(m+n r)} d r \tag{4.69}
\end{equation*}
$$

although the solution cannot be found analytically but expressed in terms of an integral, with $c_{1}=-3 R_{S}$ and $c_{2}=0$,

$$
\begin{equation*}
a(r)=1+\frac{R_{S}}{m}\left(\frac{3 n}{2 m}-\frac{1}{r}\right)+\frac{n}{m}\left(1+\frac{3 n R_{S}}{m^{2}}\right)\left(\ln \left[\frac{m}{r}+n\right]^{\frac{n}{m}}-\frac{1}{r}\right) r^{2}-16 \pi q^{2} r^{2} \int d r \frac{{ }_{2} F_{1}\left(\frac{1}{4}, \frac{1}{2} ; \frac{5}{4} ;-\frac{q^{2}}{b^{2} r^{4}}\right)}{r^{5}(m+n r)} \tag{4.70}
\end{equation*}
$$

This solution leads to the scalar curvature

$$
\begin{gathered}
R(r)=\frac{1}{m+n r}\left(\frac{6 n}{m+n r}\left[\frac{m}{r}+\frac{19 n}{6}+\frac{2 n^{2} r}{m}-\frac{m+2 n r}{m}\left(\frac{1}{2 r^{2}}-\frac{3 n}{m r}-\frac{3 n^{2}}{m^{2}}\right) R_{S}\right]-\frac{16 \pi b q^{2}}{r^{2} \sqrt{b^{2} r^{4}+q^{2}}}\right) \\
-\left(1+\frac{3 n R_{S}}{m^{2}}\right) \ln \left[n+\frac{m}{r}\right]^{\frac{12 n^{2}}{m^{2}}}+\frac{16 \pi q^{2}(4 m+3 n r)}{r^{4}(m+n r)^{2}}{ }_{2} F_{1}\left(\frac{1}{4}, \frac{1}{2} ; \frac{5}{4} ;-\frac{q^{2}}{b^{2} r^{4}}\right)+192 \pi q^{2} \int d r \frac{{ }_{2} F_{1}\left(\frac{1}{4}, \frac{1}{2} ; \frac{5}{4} ;-\frac{q^{2}}{b^{2} r^{4}}\right)}{r^{5}(m+n r)}
\end{gathered}
$$

and by Eq. (4.48)

$$
\begin{align*}
f(r)= & 16 \pi b^{2}\left(\frac{b r^{2}}{\sqrt{b^{2} r^{4}+q^{2}}}-1\right)+\frac{n}{m+n r}\left[8 n+\frac{6 m}{r}+3 R_{S}\left(\frac{6 n^{2}}{m^{2}}+\frac{3 n}{m r}-\frac{1}{r^{2}}\right)\right]-\left(1+\frac{3 n R_{S}}{m^{2}}\right)  \tag{4.71}\\
& \ln \left[n+\frac{m}{r}\right]^{\frac{6 n^{2}}{m}}+\frac{32 \pi m q^{2}}{r^{4}(m+n r)}{ }_{2} F_{1}\left(\frac{1}{4}, \frac{1}{2} ; \frac{5}{4} ;-\frac{q^{2}}{b^{2} r^{4}}\right)+96 \pi m q^{2} \int d r \frac{{ }_{2} F_{1}\left(\frac{1}{4}, \frac{1}{2} ; \frac{5}{4} ;-\frac{q^{2}}{b^{2} r^{4}}\right)}{r^{5}(m+n r)}
\end{align*}
$$

The solution Eq. (4.70) together with the function Eq. (4.71) satisfy the field equations Eq. (2.28), e.g. for the $r r$ component, with

$$
\begin{equation*}
F_{; r r}=\frac{n a^{\prime}(r)}{2 a(r)} \tag{4.72}
\end{equation*}
$$

and

$$
\begin{equation*}
r(m+n r) a^{\prime \prime}(r)+(2 m+n r) a^{\prime}(r)-4 n a(r)+r f(r)=\frac{2 \kappa b}{r}\left(\sqrt{b^{2} r^{4}+q^{2}}-b r^{2}\right), \tag{4.74}
\end{equation*}
$$

and also the trace equation,

$$
\begin{equation*}
2 f(r)=(m+n r) R(r)+3\left[a^{\prime}(r)+\frac{2 a(r)}{r}\right] n-\kappa\left[4 b^{2}-\frac{2 b\left(q^{2}+2 b^{2} r^{4}\right)}{r^{2} \sqrt{b^{2} r^{4}+q^{2}}}\right] . \tag{4.75}
\end{equation*}
$$

In spite of the solution in this case is given in terms of an non-analytical integral, it is still possible to obtain information about the form of the functions because the logarithm must be defined in the following intervals depending on the signs of the constants, i.e.

- $I_{1}: r>0$ if $m, n>0$,
- $I_{2}: r>\left|\frac{m}{n}\right|$ if $m<0$ and $n>0$,
- $I_{3}: 0<r<\left|\frac{m}{n}\right|$ if $m>0$ and $n<0$.

We are modeling the stress-energy tensor with the electromagnetic Lagrangian density in the BI theory, so there are two natural cases of physical interest, $b=0$ (or equivalently $q=0$ ): $f(R)$ gravity in a SSS vacuum spacetime without the presence of electromagnetic fields. And $b \rightarrow \infty$ : $f(R)$ gravity coupled with classic electromagnetic fields, which are described below.

### 4.4.1 $f(R)$-Schwarzschild-type solution

In the first case $(b=0)$ the solution is

$$
\begin{equation*}
a(r)=1+\frac{R_{S}}{m}\left(\frac{3 n}{2 m}-\frac{1}{r}\right)+\frac{n}{m}\left(1+\frac{3 n R_{S}}{m^{2}}\right)\left(\ln \left[\frac{m}{r}+n\right]^{\frac{n}{m}}-\frac{1}{r}\right) r^{2}, \tag{4.76}
\end{equation*}
$$

this correspond to the Schwarzschild-type solution in $f(R)$ theory for a non-constant scalar curvature, which gives

$$
\begin{equation*}
R=\frac{m n}{(m+n r)^{2}}\left[\frac{6}{r}+\frac{19 n}{m}+\frac{12 n^{2}}{m^{2}} r-\frac{3 R_{S}}{m}\left(\frac{2 n}{m}+\frac{1}{r}\right)\left(\frac{1}{r}-\frac{6 n}{m}-\frac{6 n^{2}}{m^{2}} r\right)\right]-\left(1+\frac{3 n R_{S}}{m^{2}}\right) \ln \left[\frac{m}{r}+n\right]^{\frac{12 n^{2}}{m^{2}}} \tag{4.77}
\end{equation*}
$$

and the function

$$
\begin{equation*}
f(r)=\frac{n}{m+n r}\left[\frac{6 m}{r}+8 n-9 R s\left(\frac{1}{3 r^{2}}-\frac{n}{m r}-\frac{2 n^{2}}{m^{2}}\right)\right]-\left(1+\frac{3 n R_{S}}{m^{2}}\right) \ln \left[n+\frac{m}{r}\right]^{\frac{6 n^{2}}{m}} \tag{4.78}
\end{equation*}
$$

scalar (4.77) cannot be analytically inverted for all $m$ and $n$, so it is not possible to express the function $f$ in terms of $R$, moreover it presents singularities at the limits of the regions mentioned above, $r \rightarrow 0$ in $I_{1}, r \rightarrow\left|\frac{m}{n}\right|$ in $I_{2}$ and the combination of the previous two in $I_{3}$. Notwithstanding the foregoing, we can qualitatively analyze the behavior of the scalar with respect to $r$ in each of the three regions and draw $f(R)$ by numerically inverting Eq. (4.77) when assigning values to $m$ and $n$ according to each of the regions. For this purpose we must consider the critical points of $R(r)$ and $f(R)$ since these will determine the domain $R$ in which $f(R)$ can be defined. Note that by Eq. (4.48)

$$
\begin{equation*}
\partial_{r} f(r)-(m+n r) \partial_{r} R(r)=0, \tag{4.79}
\end{equation*}
$$

both functions share the same maximum points. If case $I_{1}$ or $I_{3}$ (if $n>-\frac{m^{2}}{3 R_{S}}$ ) there is one absolute maximum and minimum, respectively at

$$
\begin{equation*}
r_{c}=\frac{m}{n}\left(h^{1 / 3}-1\right) \tag{4.80}
\end{equation*}
$$

of value

$$
\begin{equation*}
R_{c}=n \frac{1-h}{R_{S}}\left(\frac{2}{3}+\frac{1-4 h+2 h^{2 / 3}}{h^{1 / 3}-1}+4 h \ln \left[\frac{n h^{1 / 3}}{h^{1 / 3}-1}\right]\right) \tag{4.81}
\end{equation*}
$$

where

$$
\begin{equation*}
h=1+\frac{3 R_{S} n}{m^{2}} \tag{4.82}
\end{equation*}
$$

which is precisely the term accompanying the logarithm. In $I_{1}$ for $0<r<r_{c}, f(R)$ is an increasing function, and in $r=r_{c}$ the function folds and when $r \rightarrow \infty, R(r)$ and $f(r)$ take the constant values

$$
\begin{equation*}
\left.R\right|_{r \rightarrow \infty}=R_{\infty}=-\frac{12 n^{2}}{m^{2}} h \ln n \tag{4.83}
\end{equation*}
$$

valid for $I_{1}$ and $I_{2}$ since $r$ is bounded in $I_{3}$, and

$$
\begin{equation*}
\left.f(R)\right|_{r \rightarrow \infty}=\frac{m}{2} R \tag{4.84}
\end{equation*}
$$

which is valid not only for $I_{1}$, but in all cases, so the solution of GR is recovered in the spatial infinity. However, at $r \rightarrow \infty$ the series expansion of $R(r)$ and $f(r)$ produces, for $n>0$

$$
\begin{equation*}
R(r)=\left.R\right|_{r \rightarrow \infty}+\frac{1}{r^{2}}+O\left(\frac{1}{r}\right)^{5} \tag{4.85}
\end{equation*}
$$

and

$$
\begin{equation*}
f(r)=\left.f(R)\right|_{r \rightarrow \infty}+\frac{2 n}{r}+\frac{m}{r^{2}}-\frac{h m^{3}}{2 n^{2} r^{4}}+O\left(\frac{1}{r}\right)^{5}, \tag{4.86}
\end{equation*}
$$

thus for large $r$, function can be approximated to

$$
\begin{equation*}
f(R) \approx m\left(R-\frac{1}{2} R_{\infty}\right)+2 n \sqrt{R-R_{\infty}}-\frac{h m^{3}}{2 n^{2}}\left(R-R_{\infty}\right)^{2} . \tag{4.87}
\end{equation*}
$$

In Fig. (4.1) (a) it is shown $f(R)$ for some values of the constants according to $I_{1}$, where it should be noted that as $r$ tends to $r_{c}$ in the interval ( $0, r_{c}$ ), the behavior of $f(R)$ is almost linear. In case $I_{2}, f(r)$ and $R(r)$ are decreasing and do not present maximum or minimum, so that $f(R)$ is a monotonically increasing function whose domain is $R>\left.R\right|_{r \rightarrow \infty}$. In case $I_{3}$, if $h>0$, functions $f(r)$ and $R(r)$ have an absolute minimum at $r_{c}$, Eq. (4.80), and $f(R)$ will present a fold, Fig. (4.1) (b), while for $h<0$ functions are monotonically decreasing and since Eq. (4.83) is defined for $n>0$, the domain of $f(R)$ is $(-\infty, \infty)$, in such a way that Eq. (4.84) is fulfilled and

$$
\begin{equation*}
\left.\frac{f(R)}{R}\right|_{r \rightarrow 0}=m \tag{4.88}
\end{equation*}
$$

which implies that the solutions are asymptotically similar to GR.
However there is a third sub-case of special interest because the scalar is invertible and therefore the function $f(R)$ can be expressed directly. This is the case when $h=0$, the logarithmic term vanishes and the solution (4.76) is simplified to

$$
\begin{equation*}
a(r)=\frac{1}{2}+\frac{m}{3 n r}, \tag{4.89}
\end{equation*}
$$

the scalar

$$
\begin{equation*}
R=\frac{1}{r^{2}}, \tag{4.90}
\end{equation*}
$$

and by (4.48), the function could only be

$$
\begin{equation*}
f(R)=m R+2 n \sqrt{R}+m_{0}, \tag{4.91}
\end{equation*}
$$

Eq. (4.87) reproduces this function when $h=0$ and its behaviour can be seen in Fig. (4.1) (b) for $m_{0}=0, m=2, n=-4 / 3$ and $R_{S}=1$. Model (4.91) can be interpreted as a a perturbation of the Ricci scalar in GR around the vacuum solution, moreover, it is a particular case ( $m_{0}=0, m=1$, $n=-\alpha / 2)$ of the family models for $\operatorname{DE}[10,11,48]$

$$
\begin{equation*}
f(R)=R-\alpha^{2(\beta+1)} R^{-\beta}, \tag{4.92}
\end{equation*}
$$

with $\beta=1 / 2$. Likewise, the BH thermodynamic properties and stability in this models are studied in [62]. Note that (4.91) is the first order expansion at $R=0$ of

$$
\begin{equation*}
f(R)=\frac{2 n}{\bar{n}(1-\bar{n} \sqrt{R})}, \tag{4.93}
\end{equation*}
$$

when $m_{0}=\frac{4 n^{2}}{m}$ and $\bar{n}=\frac{m}{2 n}$, moreover Eq. (4.93) is a good approximation of model (4.91) for $|n| \gg|m|$.


Figure 4.1. Models $f(R)$ allowed for the Schwarzschild-type space and some values of $m$ and $n$. In (a), when $r_{c}=0.397, R=0.253$ and $f(R)=4.780$, which is the absolute maximum, and the spatial infinity is mapped to the point (-1.496,-1.496). In (b), the three possible sub-cases depending on $h$ Eq. (4.82). In both panels $m=2$ and $R_{S}=1$.

### 4.4.2 $f(R)$-RN solution

The second case of interest, which actually contains the Schwarzschild solution, is when $b \rightarrow \infty$, i.e. $f(R)$-Maxwell theory for a SSS spacetime, and the solution is given by

$$
\begin{align*}
a(r)=1+\frac{n}{m}\left[\frac{3 R_{S}}{2 m}+\frac{4 \pi q^{2}}{n}\left(\frac{2 n^{2}}{m^{2}}+\frac{1}{r^{2}}\right)-\right. & \left(\frac{16 \pi q^{2}}{3 m}+\frac{R_{S}}{n}\right) \frac{1}{r}  \tag{4.94}\\
& \left.+\left(1+\frac{3 n R_{S}}{m^{2}}+\frac{16 \pi n^{2} q^{2}}{m^{3}}\right)\left(\ln \left[\frac{m}{r}+n\right]^{\frac{n}{m}}-\frac{1}{r}\right) r^{2}\right]
\end{align*}
$$

with the scalar curvature
(4.95) $R=\frac{2 n^{2}}{(m+n r)^{2}}\left\{\frac{19}{2}+\frac{27 n R_{S}}{m^{2}}+\frac{144 \pi n^{2} q^{2}}{m^{3}}-\left(\frac{3 R_{S}}{2 n}+\frac{8 \pi q^{2}}{m}\right) \frac{1}{r^{2}}\right.$

$$
\left.+\frac{2 m}{n}\left(\frac{3}{2}+\frac{3 n R_{S}}{m^{2}}+\frac{16 \pi n^{2} q^{2}}{m^{3}}\right) \frac{1}{r}+\frac{6 n}{m}\left(1+\frac{3 n R_{S}}{m^{2}}+\frac{16 \pi n^{2} q^{2}}{m^{3}}\right)\left(r-\left(\frac{m}{n}+r\right)^{2} \ln \left[\frac{m}{r}+n\right]^{\frac{n}{m}}\right)\right\}
$$

and the function is determined by

$$
\begin{align*}
& f(r)=\frac{6 n^{2}}{m+n r}\left[\frac{4}{3}+\frac{3 n R_{S}}{m^{2}}+\frac{16 \pi n^{2} q^{2}}{m^{3}}-\left(\frac{R_{S}}{2 n}+\frac{8 \pi q^{2}}{3 m}\right) \frac{1}{r^{2}}+\left(\frac{m}{n}+\frac{3 R_{S}}{2 m}+\frac{8 \pi n q^{2}}{m^{2}}\right) \frac{1}{r}\right]  \tag{4.96}\\
&-\left(1+\frac{3 n R_{S}}{m^{2}}+\frac{16 \pi n^{2} q^{2}}{m^{3}}\right) \ln \left[\frac{m}{r}+n\right]^{\frac{6 n^{2}}{m}}
\end{align*}
$$

from where it is recognized the term that modulates the logarithm

$$
\begin{equation*}
\bar{h}=1+\frac{3 n R_{S}}{m^{2}}+\frac{16 \pi n^{2} q^{2}}{m^{3}} \tag{4.97}
\end{equation*}
$$

in this sense, the classification that was made according to the value of the constants is also useful to find the critical points, and Eq. (4.80) remains valid, as well as the limit (2.106) but with $h \rightarrow \bar{h}$, such that Eq. (4.84) and (4.87) are also fulfilled. Note that the last term of $\bar{h}$ is quadratic in $q$ and $n$, so it does not affect the number of critical points when $m>0$ and the analysis made in the previous section is still valid for $I_{1}$, however in $I_{2}$, when $\bar{h}<0$, there will be an absolute maximum at

$$
\begin{equation*}
r_{c}=-\frac{m}{n}\left[(-\bar{h})^{1 / 3}+1\right] \tag{4.98}
\end{equation*}
$$

this critical point will produce a bend in the plot $f(R)$ at $R_{c}$, therefore its domain will be $R \leq R_{c}$. At the other hand, if $\bar{h}>0, R(r)$ and $f(r)$ are monotonically decreasing, so $f(R)$ will be increasing with domain $R>\left.R\right|_{r \rightarrow \infty}$. In $I_{3}$ the appearance of the critical point occurs when $\bar{h}<1$, that is when $m<\frac{9 R_{S}^{2}}{64 \pi q^{2}}$ and at the same time

$$
\begin{equation*}
n \geq \frac{m}{32 \pi q^{2}}\left(\sqrt{9 R_{S}^{2}-64 m \pi q^{2}}-3 R_{S}\right) \tag{4.99a}
\end{equation*}
$$

or

$$
\begin{equation*}
-\frac{3 m}{16 \pi q^{2}}<n \leq-\frac{m}{32 \pi q^{2}}\left(\sqrt{9 R_{S}^{2}-64 m \pi q^{2}}+3 R_{S}\right) \tag{4.99b}
\end{equation*}
$$

or when

$$
\begin{equation*}
m \geq \frac{9 R_{S}}{64 \pi q^{2}} \quad \text { and } \quad n \geq-\frac{3 m R_{S}}{16 \pi q^{2}} \tag{4.100}
\end{equation*}
$$

In those cases, $f(R)$ will be defined for $R_{c} \leq R$, otherwise the domain of $f(R)$ will be $R<\left.R\right|_{r \rightarrow \infty}$.
When observing the scalar (4.95), four possibilities to choose the constants when $n>0$ are highlighted and their importance consists in the form and simplicity that the solution takes and correspondingly the function $f(R)$.

1. If $\bar{h}=0$, the solution does not depend on the $r$ and $r^{2}$ terms, including the logarithmic one,

$$
\begin{equation*}
a(r)=\frac{1}{2}+\frac{4 \pi q^{2}}{m r^{2}}+\frac{m}{3 n r} \tag{4.101}
\end{equation*}
$$

the scalar is just eq. (4.90) and the function is given by eq. (4.91), this fact is explained because any solution of the form $a(r)=\frac{1}{2}+\frac{\alpha}{r}+\frac{\beta}{r^{2}}$, produces $R=r^{-2}$, with $\alpha$ and $\beta$ some constants.
2. If $\bar{h}=1$, the term $r$ disappears in the solution, which is given by

$$
\begin{equation*}
a(r)=1+\frac{4 \pi q^{2}}{m r^{2}}-\frac{n r}{m}+\frac{n^{2} r^{2}}{m^{2}} \ln \left[\frac{m}{r}+n\right] \tag{4.102}
\end{equation*}
$$

the scalar and the function are respectively

$$
\begin{gather*}
R=\frac{6 n}{m r}+\frac{n^{2}}{(m+n r)^{2}}\left(7+\frac{6 n}{m} r\right)-\frac{12 n^{2}}{m^{2}} \ln \left[\frac{m}{r}+n\right],  \tag{4.103}\\
f(r)=2 n\left(\frac{3}{r}+\frac{n}{m+n r}-\frac{3 n}{m} \ln \left[\frac{m}{r}+n\right]\right) . \tag{4.104}
\end{gather*}
$$

3. If $\bar{h}=-1 / 2$, the solution is

$$
\begin{equation*}
a(r)=\frac{1}{4}+\frac{4 \pi q^{2}}{m r^{2}}+\frac{m}{2 n r}+\frac{n}{2 m} r-\frac{n^{2}}{2 m^{2}} r^{2} \ln \left[\frac{m}{r}+n\right] \tag{4.105}
\end{equation*}
$$

but the scalar does not depend on $r^{-1}$ term

$$
\begin{equation*}
R=\frac{n^{2}}{(m+n r)^{2}}\left(\frac{3 m^{2}}{2 n^{2} r^{2}}-\frac{6 n r}{m}-8\right)+\frac{6 n^{2}}{m^{2}} \ln \left[\frac{m}{r}+n\right] \tag{4.106}
\end{equation*}
$$

and the function

$$
\begin{equation*}
f(r)=\frac{3 m}{2 r^{2}}-\frac{n^{2}}{m+n r}+\frac{3 n^{2}}{m} \ln \left[\frac{m}{r}+n\right] . \tag{4.107}
\end{equation*}
$$

4. If $\bar{h}=-1 / 18$, the solution has a similar form to the previous Eq. (4.105)

$$
\begin{equation*}
a(r)=\frac{17}{36}+\frac{4 \pi q^{2}}{m r^{2}}+\frac{19 m}{54 n r}+\frac{n r}{18 m}-\frac{n^{2} r^{2}}{18 m^{2}} \ln \left[\frac{m}{r}+n\right], \tag{4.108}
\end{equation*}
$$

however the scalar contains a $r^{-1}$ term that (4.106) does not have

$$
\begin{equation*}
R=\frac{m^{2}}{3(m+n r)^{2}}\left(\frac{19}{6 r^{2}}+\frac{16 n}{3 m r}-\frac{2 n^{3} r}{m^{3}}\right)+\frac{2 n^{2}}{3 m^{2}} \ln \left[\frac{m}{r}+n\right] \tag{4.109}
\end{equation*}
$$

and function

$$
\begin{equation*}
f(r)=\frac{1}{9}\left(\frac{19 m}{2 r^{2}}+\frac{16 n}{r}-\frac{n^{2}}{m+n r}\right)+\frac{3 n^{2}}{m} \ln \left[\frac{m}{r}+n\right] . \tag{4.110}
\end{equation*}
$$

Note that the value of $R_{S}$ is determined by constants $m$ and $n$ according of each case, however, because the limit (4.84) only depends on $m$, functions $f(R)$ are expected to coincide when $r \rightarrow \infty$. This can be seen in Fig. (4.2) (a), where $n$ was established from $\left.R\right|_{r \rightarrow \infty}$, since although this limit depends on $\bar{h}$, it also depends on $n$, so when $n=1$, the limits coincide.

(a) $\bar{h}=0,1,-1 / 2,-1 / 18$, Eq. (4.97) (continuous, dotted, dashed and dotdashed lines) for $m=-3, n=1$ and $q=1$.

(b) $b=0(q=0)$ and $n=-1,1$ (dotdashed and dotted lines), and $b \rightarrow \infty(q=1)$ for $n=-1,1$ (continuous and dashed lines).

FIGURE 4.2. Functions $f(R)$ found numerically for some values of $m$ and $n$ according to the $f(R)$-RN solution (4.94), (a), and $f(R)$-non-linear-BI (4.114), (b). The convergence of the functions is observed when $r$ goes from the maximal point (if any) to infinity, or equivalently for $0<R<R_{c}$, this fact is explained by Eq. (4.87). In (a) each curve has a different Schwarzschild radius. Although the solutions are not equal because they depend on the presence $(b \rightarrow \infty)$ or not $(b \rightarrow 0)$ of the Maxwell fields as well as the $m$ and $n$ constants, dotted and dashed lines in both panels have similar form, moreover $f(R)$ represented by dashed lines do not have continuous derivative in $R_{c}$

## $4.5 f(R)$-non-linear-BI model

When $m=0$ and $n \neq 0$ the models $f(R)$ do not have the linear term $R$, and thus are separated from GR. the solution cannot be obtained directly, as might be supposed, from Eq. (4.70) in the most general case, so it is necessary to write the field equations,

$$
\begin{equation*}
r^{2}\left[r a^{\prime \prime}(r)+a^{\prime}(r)\right]-4 r a(r)-\frac{16 \pi b q^{2}}{n \sqrt{b^{2} r^{4}+q^{2}}}+2 r=0 \tag{4.111}
\end{equation*}
$$

integrating

$$
\begin{equation*}
r^{2}\left[r a^{\prime}(r)-2 a(r)+1\right]+\frac{16 \pi q^{2}}{n r}{ }_{2} F_{1}+c_{1}=0 \tag{4.112}
\end{equation*}
$$

multiplying this equation by $r^{-5}$ and integrating again, noting that

$$
\begin{equation*}
{ }_{2} F_{1}\left(\frac{1}{4}, \frac{1}{2} ; \frac{5}{4} ;-\frac{q^{2}}{b^{2} r^{4}}\right)={ }_{2} F_{1}\left(\frac{1}{4}, \frac{1}{2} ; \frac{9}{4} ;-\frac{q^{2}}{b^{2} r^{4}}\right)-\frac{2 q^{2}}{45 b^{2} r^{4}}{ }^{2} F_{1}\left(\frac{5}{4}, \frac{3}{2} ; \frac{13}{4} ;-\frac{q^{2}}{b^{2} r^{4}}\right), \tag{4.113}
\end{equation*}
$$

it is obtained

$$
\begin{equation*}
a(r)=\frac{1}{2}+c_{2} r^{2}+\frac{c_{1}}{4 r^{2}}+\frac{16 \pi q^{2}}{5 n r^{3}}{ }_{2} F_{1}\left(\frac{1}{4}, \frac{1}{2} ; \frac{9}{4} ;-\frac{q^{2}}{b^{2} r^{4}}\right) \tag{4.114}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are constants to be determined in some limit. However the scalar curvature does not depend on $c_{1}$

$$
\begin{equation*}
R=-12 c_{2}+\frac{1}{r^{2}}+\frac{16 \pi b^{2}}{n r}\left[\left(1+\frac{q^{2}}{b^{2} r^{4}}\right)^{-1 / 2}-{ }_{2} F_{1}\left(\frac{1}{4}, \frac{1}{2} ; \frac{5}{4} ;-\frac{q^{2}}{b^{2} r^{4}}\right)\right] \tag{4.115}
\end{equation*}
$$

and by means the Eq. (4.48) and (2.28) the function takes the form

$$
\begin{equation*}
f(R)=n\left[\int r \partial_{r} R(r) d r\right]_{R(r)=R} \tag{4.116}
\end{equation*}
$$

thus

$$
\begin{equation*}
f(r)=-16 \pi b^{2}+\frac{2 n}{r}+\frac{16 \pi b^{3} r^{2}}{\sqrt{b^{2} r^{4}+q^{2}}} \tag{4.117}
\end{equation*}
$$

The solution (4.114), together with scalar curvature and the function (4.117), satisfy the trace equation

$$
\begin{equation*}
f=\frac{1}{2} n r R(r)+3 n\left[\frac{1}{2} a^{\prime}(r)+\frac{1}{r} a(r)\right]-16 \pi b^{2}\left(1-\frac{2 b^{2} r^{4}+q^{2}}{2 b r^{2} \sqrt{b^{2} r^{4}+q^{2}}}\right) \tag{4.118}
\end{equation*}
$$

It is worth noting that when $r \gg 1$,

$$
\begin{equation*}
R(r)=-12 c_{2}+\frac{1}{r^{2}}+O\left(\frac{1}{r}\right)^{5} \tag{4.119}
\end{equation*}
$$

and

$$
\begin{equation*}
f(r)=\frac{2 n}{r}-\frac{8 \pi q^{2}}{r^{4}}+O\left(\frac{1}{r}\right)^{5} \tag{4.120}
\end{equation*}
$$

thus the function can be approximated to

$$
\begin{equation*}
f(R) \approx 2 n \sqrt{12 c_{2}+R}-8 \pi q^{2}\left(12 c_{2}+R\right)^{2} \tag{4.121}
\end{equation*}
$$

this function has a similar form to Eq. (4.87) with exception to the linear term $R$, both expressions contain the $2 n \sqrt{R}$ term, however they are linearly independent, because even if $c_{2}=R_{\infty}$ could be the case, when $m=0$, Eq. (4.121) cannot be obtained from Eq. (4.87). In addition $f(R)$, Eq. (4.121) can be expressed in the limits $b=0$ or SSS vacuum space without Maxwell fields ( $q=0$ ) and $b=\infty$ or classical electromagnetism, in the first case the solution is reduced to

$$
\begin{equation*}
a(r)=\frac{1}{2}+\frac{c_{1}}{4 r^{2}}+c_{2} r^{2} \tag{4.122}
\end{equation*}
$$

the scalar is

$$
\begin{equation*}
R=-12 c_{2}+\frac{1}{r^{2}} \tag{4.123}
\end{equation*}
$$

and function

$$
\begin{equation*}
f(R)=2 n \sqrt{12 c_{2}+R}, \tag{4.124}
\end{equation*}
$$

which can be found from Eq. (4.121) when $q=0$. At the other hand, $b \rightarrow \infty$, leads to the solution

$$
\begin{equation*}
a(r)=\frac{1}{2}+\frac{16 \pi q^{2}}{5 n r^{3}}+\frac{c_{1}}{4 r^{2}}+c_{2} r^{2}, \tag{4.125}
\end{equation*}
$$

with the scalar

$$
\begin{equation*}
R=-12 c_{2}+\frac{1}{r^{2}}-\frac{32 \pi q^{2}}{5 n r^{5}}, \tag{4.126}
\end{equation*}
$$

and the function

$$
\begin{equation*}
f(r)=\frac{2 n}{r}-\frac{8 \pi q^{2}}{r^{4}} . \tag{4.127}
\end{equation*}
$$

Since $m=0$, the scalar curvature as well as the function $f(R)$ will be determined by the sign of $n$ as can be seen in Fig. (4.2) (b) where are plotted the 4 possible forms of the functions. When $n>0, R(r)$ has a similar form to the $f(R)$-RN models when $\bar{h}=1,-1 / 2$, and for Maxwell fields $R(r)$ has a maximal point and $f(R)$ a corresponding fold at $R_{c}$ while for $n<0$ the function will be monotonically decreasing.


## HAIRY SOLUTIONS AND LINEARIZATION OF FIELD EQUATIONS IN

$f(R)$

Birkhoff's (Jebsen-Birkhoff) theorem states that the only Asymptotically Flat (AF), spherically symmetric and static solution in the vacuum, of the field equations in GR is the Schwarzschild's solution, which only depends on a single parameter, the mass $M$ of the BH . If the BH also has a net charge $Q$, the solution is the well-known Reissner-Nordström one, while the Kerr-Newman solution also takes into account the angular momentum $J$. This is the most general AF and stationary three-parametric solution possible in the vacuum. Such a proposition is the so-called Wheeler's non-hair conjecture, which points out that all AF and stationary BH are fully described by $M, Q$ and $J$.

Since $f(R)$ is a generalization of GR, not all the theorems established in the latter will be applicable in the former. For instance, Birkhoff's theorem is not valid in $f(R)$ theory, see Ref. [65]. However, because $f(R)$ is in effect a scalar-tensor theory, some characteristics can be extracted from the theorems established in GR formalism as scalar-tensor theory, to be applied in $f(R)$. In this respect, it is important to mention that the solutions of the field equations in $f(R)$ with constant curvature scalar, are in fact equivalent to the solutions in GR with cosmological constant, so that Wheeler's conjecture and other associated theorems, will be applicable in this type of solutions and it is expected that such black holes do not possess hair. However, the solutions obtained in the previous chapter exhibit a dependence of $R$ with $r$, eventually evading such theorems and therefore being hairy.

### 5.1 Scalar field potential

In Chapter 2 it was seen that action (2.8) in the $f(R)$ theory can be expressed as a special case of the Brans-Dicke scalar tensor theory, in which the scalar field potential $V$ in the Jordan frame, is defined as

$$
\begin{equation*}
V(\phi)=\phi R(\phi)-f(\phi), \tag{5.1}
\end{equation*}
$$

and the potential

$$
\begin{equation*}
\bar{V}=\frac{\phi R(\phi)-f(\phi)}{\phi^{2}} \tag{5.2}
\end{equation*}
$$

which is expressed in the Einstein frame through a conformal transformation $\tilde{g}_{\mu \nu}=\phi g_{\mu \nu}$. The relation between $\phi$ and $R$ is determined by the trace equation, which in the vacuum takes the form

$$
\begin{equation*}
\phi_{; \alpha}^{; \alpha}=\frac{2 f(\phi)-R(\phi) \phi}{3}, \tag{5.3}
\end{equation*}
$$

let us define the potential $U(\phi)$ by

$$
\begin{equation*}
U^{\prime}(\phi)=\phi_{; \alpha}^{; \alpha} \tag{5.4}
\end{equation*}
$$

hence

$$
\begin{equation*}
U^{\prime \prime}(\phi)=\frac{d \phi_{; \alpha}^{; \alpha}}{d \phi}=\frac{d R}{d \phi} \frac{d \phi_{; \alpha}^{; \alpha}}{d R}=\frac{1}{3}\left(\frac{\phi}{\phi^{\prime}}-R(\phi)\right) \tag{5.5}
\end{equation*}
$$

This potential is used to determine whether a solution of a particular model satisfies or evades a Non-Hair Theorem (NHT), stated as follows [37]: Given a model $f(R)\left(f \not \propto R^{2}\right)$ of class $\mathscr{C}^{2}$ with $f(0)=0$ and with $U^{\prime \prime}(R) \geq 0$, the only AF and SSS BH solution in vacuum is $R(r)=0$. In the same way, by the conformal transformation $\phi(\psi)=e^{\sqrt{\frac{2 \kappa}{3}}} \psi$, and bringing up the conditions discussed in Ref. [38], to verify if a solution obeys the non-hair theorem when investigating the sign of the potential $\mathscr{U}(\psi)=\bar{V}(\phi(\psi))$, for a specific model.

So in order to show that some solutions in the BI- $f(R)$ theory, previously described, can evade the non-hair theorem, we are going to plot the potentials $\mathscr{U}(\phi)$ and $U^{\prime \prime}(R)$, by numerically inverting $R=R(r)$ and $f=f(r)$ for some particular models and according to the classification ( $I_{1}$, $I_{2}$ and $I_{3}$ ) of constants given in Sec. 4.4 of Chapter 4.

When $n=0, f(R)=m\left(R-6 c_{2}\right), F=m$ and $\mathscr{U}(\psi)=\frac{3 c_{2}}{\kappa} e^{-\sqrt{\frac{2 \kappa}{3}} \psi}$, which depends on the sign of constant $c_{2}$, furthermore, in order to satisfy $f(0)=0$ and to be able to apply the Theorem, $c_{2}=0$, however if this is the case, $F^{\prime}=0$ and the potential (5.5) cannot be defined.

When $n \neq 0$ and $m \neq 0, F=m+n r$, therefore

$$
\begin{equation*}
\left.F^{\prime}(R)\right|_{r}=\frac{n}{R^{\prime}(r)}, \tag{5.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.3 U^{\prime \prime}(\phi)\right|_{r}=\left(\frac{m}{n}+r\right) R^{\prime}(r)-R(r) . \tag{5.7}
\end{equation*}
$$

The plots for $f(R), \mathscr{U}(\psi)$ and $U^{\prime \prime}(R)$ are shown in Fig. 5.1 (left, center and right respectively) for some values of $m$ and $n$ ( $m, n>0$ up, $m<0$ and $n>0$ center, and $m>0$ and $n<0$, bottom) and with $R_{S}=1$, when $R$ and $f$ are given by Eq. (4.77) and (4.78) respectively. Since in $I_{1}$ and $I_{2}$ it is fulfilled that

$$
\begin{equation*}
f(R) \stackrel{r \rightarrow \infty}{=} \frac{m}{2} R \stackrel{r \rightarrow \infty}{=}-\frac{12 n^{2}}{m^{2}}\left(1+\frac{3 n R_{S}}{m^{2}}\right) \ln n, \tag{5.8}
\end{equation*}
$$

the potential is

$$
\begin{equation*}
U^{\prime \prime}(R)^{r \rightarrow \infty}={ }^{-\infty}, \tag{5.9}
\end{equation*}
$$

which is represented in the $U^{\prime \prime}$ vs $R$ graph, (c) and (f), as a straight dotted line. In addition when $m, n>0$ (a) and $m>0$ and $-\frac{m^{2}}{3 R_{S}}<n(\mathrm{~g})$; if $f(0)=0, U^{\prime \prime}(0)=0$ (yellow curve), a maximum (minimum in [g]) can be seen in $f\left(R_{c}\right)$, in (a) and (g) it is observed that this maximum is formed at the point where the bend or cusp occurs, indicating that for those $m$ and $n$ function $f(R)$ fails to be differentiable at those locations, this is the case for a function that is continuous, but not differentiable. Despite this, the maximum points correspond to the minimum of potential

$$
\begin{equation*}
U^{\prime \prime}\left(R_{c}\right)=-R_{c}=\frac{3 n^{2}}{m^{2}}\left(\frac{2}{3}+\frac{2 h^{2 / 3}-4 h+1}{h^{1 / 3}-1}+4 h \ln \left[\frac{n h^{1 / 3}}{h^{1 / 3}-1}\right]\right), \tag{5.10}
\end{equation*}
$$

where $h=1+\frac{3 R_{s n}}{m^{2}}$. Note that Eq. (5.10) is equivalent to Eq. (4.81). For $0<n \leq 1, U^{\prime \prime}\left(R_{c}\right)<0$, this implies that condition $U^{\prime \prime}(R) \geq 0$ is not satisfied for all $R$ and thus the associated solution (4.76) can evade the Theorem.
Whether or not the solutions satisfy Theorem depends strongly on the value of the constants $m$, $n$ and $R_{S}$, as well as on their relation. In the case $I_{3}(m>0$ and $n<0)$, if $n=-\frac{m^{2}}{3 R_{S}}$, it is possible to invert $R(r)$ and obtain

$$
\begin{equation*}
f(R)=m R-\frac{2 m^{2}}{3 R_{S}} \sqrt{R}, \tag{5.11}
\end{equation*}
$$

which satisfies $f(0)=0$ and presents a minimum in

$$
\begin{equation*}
R_{c}=\frac{m^{2}}{9 R_{S}^{2}} \tag{5.12}
\end{equation*}
$$

with value $f\left(R_{c}\right)=-m R_{c}$ and specifically the potential evaluated at this point yields $U^{\prime \prime}\left(R_{c}\right)=$ $-R_{c}<0$. Also in Fig. 5.1 it can be seen that the potential $\mathscr{U}(\psi)$ is negative for some values of the constants, evading the NHT, for example the red and green curves in (e) ( $m<0$ and $n>0$ ) and in (h) ( $m>0$ and $n<0$ ) diagrams. However, for some values of the constants ( $m=1, R_{S}=1$ and


Figure 5.1. From left to right: $f(R)$ and potentials $\mathscr{U}(\psi)$ and $U^{\prime \prime}(R)$, obtained from solution (4.76) when $R_{S}=1.0, q=0.1$, and for some values of $m$ and $n$, in three cases: $m=1.0(n>0)$, plots (a), (b) and (c), when $m=-1.0(n>0)$, (d), (e) and (f), and when $m=1.0(n<0)$, plots (g), (h) and (i). A maximum of the function is shown in diagrams (a) and (g) (red and green lines on the last one), but they make the function not continuous, so the Theorem cannot be applied, however, of the two models represented by the red and blue line in (g) (continuous and with continuous derivative and such that $f(0)=0$ ), only the blue model, $m=1.0$ and $n=-0.4158011 \ldots$, has $U^{\prime \prime}(R)>0$, since the yellow model has a minimum $U^{\prime \prime}\left(R_{c}\right)<0$.
$n=-0.415 \ldots) f(0)=0$, and at the same time $U^{\prime \prime}(R)>0$ for all $R$, see the blue curve in (g) and (i) diagrams.

When $m=0$, solution is given by Eq. (4.114), we can write the potential in the parametric way

$$
\begin{equation*}
\mathscr{U}(r)=-\frac{1}{16 \pi n r^{3}}+\frac{b^{2}}{n^{2} r^{2}}\left[1-{ }_{2} F_{1}\left(\frac{1}{4}, \frac{1}{2} ; \frac{5}{4} ;-\frac{q^{2}}{b^{2} r^{4}}\right)\right], \tag{5.13}
\end{equation*}
$$

and the potential

$$
\begin{equation*}
\left.U^{\prime \prime}\right|_{r}=\frac{16 \pi b^{2}}{n r}\left[-\frac{3 n}{16 \pi b^{2} r}+\left(\frac{q^{2}}{b^{2} r^{4}}-1\right)\left(\frac{q^{2}}{b^{2} r^{4}}+1\right)^{-3 / 2}+\left(\frac{q^{2}}{b^{2} r^{4}}+1\right)^{1 / 2}{ }_{2} F_{1}\left(\frac{3}{4}, 1 ; \frac{5}{4} ;-\frac{q^{2}}{b^{2} r^{4}}\right)\right], \tag{5.14}
\end{equation*}
$$ we can observe the behaviour of these potential at some limits, at first, $b \rightarrow \infty$,

$$
\begin{equation*}
\mathscr{U}(\psi)=\frac{n^{2}}{16 \pi} e^{-4 \sqrt{3 \pi} \psi}\left(\frac{8 \pi n^{2} q^{2}}{5} e^{-4 \sqrt{3 \pi} \psi}-1\right), \tag{5.15}
\end{equation*}
$$

which satisfies $\mathscr{U}(\psi)<0$ for $\psi>-\frac{1}{4 \sqrt{3 \pi}} \ln \left(\frac{5}{8 n^{2} \pi q^{2}}\right)$, and at the critical point $\psi_{c}=\frac{1}{4 \sqrt{3 \pi}} \ln \left(\frac{16}{5} n^{2} \pi q^{2}\right)$, the second derivative of the potential $\mathscr{U}^{\prime \prime}\left(\psi_{c}\right)=\frac{15}{16 \pi q^{2}}>0$ indicates that $\mathscr{U}\left(\psi_{c}\right)=-\frac{5}{512 \pi^{2} q^{2}}<0$, is a minimum that does not depend on $n$. This behaviour can bee seen in Fig. 5.2 (b); where $f(R)$ (left), the potentials $\mathscr{U}(\psi)$ (middle) and $U^{\prime \prime}(R)$ (right) are plotted, in the upper part when $b \rightarrow \infty$, and in the lower part when $b \rightarrow 0$. Similarly, despite the fact that $f(0)=0$, the potential $U^{\prime \prime}(R)$ (c) presents a minimum at $R_{c}=\frac{1}{10}\left(\frac{n^{2}}{2 \pi^{2} q^{4}}\right)^{1 / 3}>0$, of value $U^{\prime \prime}\left(R_{c}\right)=-\frac{9}{4} R_{c}<0$. In this case also the function $f(R)$ is not differentiable for all $R$, so the Theorem cannot be applied. At the other hand, when $b \rightarrow 0, f(R)$ is a continuous and differentiable function for all R , moreover, $f(0)=0$ for all $n$, see Fig. 5.2 (d), and the potential

$$
\begin{equation*}
\mathscr{U}(\psi)=-\frac{n^{2}}{16 \pi} e^{-4 \sqrt{3 \pi} \psi}, \tag{5.16}
\end{equation*}
$$

which is negative for all $\psi$, (e) in the same figure, and in panel ( f ) it is plotted the potential $U^{\prime \prime}(R)=-3 R$, so this solution can evade the NHT.

### 5.2 Linearization of field equations in $f(R)$ theory

Since Einstein Field Equations (2.29) have a great mathematical complexity, the dynamical solutions for evolving systems are usually explored in a numerical way, so it is to expect that field equations (2.28) should be treated in the same way. However it is important to note that in GR there are only six equations for six quantities among the $g_{\mu \nu}[164]$ and it is possible to choose a nearly Lorentz coordinates system in which metric tensor can be expressed in terms of the Minkowski tensor $\eta_{\mu v}$, which is the simplest form of the flat-space metric. Then by means of the gauge and transformations and weak fields it is possible to simplify the field equations enormously and find the physical significance of the constants obtained in any solution of the field equations, which is called linearized theory and is described below.

For weak fields it is possible to express the metric tensor as a sum of the Minkowski $\eta_{\mu v}$ tensor plus a small perturbation $h_{\mu v}$

$$
\begin{equation*}
g_{\mu \nu}=\eta_{\mu \nu}+h_{\mu \nu} \tag{5.17}
\end{equation*}
$$

so that the Christoffel symbols (2.4) can be written as

$$
\begin{equation*}
\Gamma_{\mu \nu}^{\alpha}=\frac{1}{2}\left(h_{\mu, v}^{\alpha}+h_{v, \mu}^{\alpha}-h_{\mu v}^{\alpha}\right), \tag{5.18}
\end{equation*}
$$



Figure 5.2. From left to right: $f(R)$ and potentials $\mathscr{U}(\psi)$ and $U^{\prime \prime}(R)$, when $m=0$, $q=0.1$, and for some values of $n$, in two cases: $b \rightarrow \infty$, plots (a), (b) and (c), and when $b \rightarrow 0$, plots (d), (e) and (f). Since $\mathscr{U}(\psi)<0$ for $\psi>-\frac{1}{4 \sqrt{3 \pi}} \ln \left(\frac{5}{8 \pi n^{2} q^{2}}\right)$, when $n^{2}=\frac{5}{8 \pi q^{2}}, \mathscr{U}(\psi)>0$, for $\psi>0$, magenta line in (b), there it can be seen that all the potential lines have different critical points, but the same minimum value $\mathscr{U}_{c}=-\frac{5}{512 \pi^{2} q^{2}}<0$. Although the models meet the conditions mentioned in Theorem 1 , as seen in (d), the potential $\mathscr{U}(\psi)$ is less than zero for all $\psi(\mathrm{e})$ and the sign of $U^{\prime \prime}$ will depend on that of $R(\mathrm{f})$.
where we have neglected terms higher than $h_{\mu \nu}$, and $h_{\mu \nu}^{, \alpha}=\eta^{\alpha \lambda} h_{\mu v, \lambda}$. With this we can construct the Ricci tensor

$$
\begin{equation*}
R_{\mu v}=\frac{1}{2}\left(h_{v, \mu \alpha}^{\alpha}-h_{\mu v, \alpha}^{, \alpha}-h_{, \mu v}+h_{\mu \alpha, v}^{, \alpha}\right), \tag{5.19}
\end{equation*}
$$

and then the Ricci scalar

$$
\begin{equation*}
R=h_{\mu \alpha}^{, \mu \alpha}-h_{, \mu}^{, \mu} \tag{5.20}
\end{equation*}
$$

where the trace of the perturbation is $h=\eta^{\mu \nu} h_{\mu v}$.

### 5.2.1 Starobinsky quadratic model

As a particular case, we are going to restrict the theory to the well known Starobinsky model, which constitutes a viable model that takes into account quadratic terms in the function $f(R)$, proposed by Starobinsky [178]

$$
\begin{equation*}
f(R)=a_{0}+a_{1} R+a_{2} R^{2} \tag{5.21}
\end{equation*}
$$

where $a_{i}$ and $i=0,1,2$ are constant. The field equations (2.28) can be written as

$$
\begin{equation*}
\left(a_{1}+2 a_{2} R\right) R_{\mu v}-\frac{1}{2}\left(a_{0}+a_{1} R+a_{2} R^{2}\right) g_{\mu v}-2 a_{2}\left(R_{, \mu v}-g_{\mu v} R_{, \alpha}^{, \alpha}\right)=\kappa T_{\mu v} \tag{5.22}
\end{equation*}
$$

with the metric (5.17), the field equations are

$$
\begin{array}{r}
\left(a_{1}+2 a_{2} R\right) R_{\mu v}-\frac{1}{2}\left(a_{0}+a_{1} R+a_{2} R^{2}\right)\left(\eta_{\mu v}+h_{\mu v}\right)-2 a_{2}\left[R_{, \mu v}-\left(\eta_{\mu v}+h_{\mu v}\right) R_{, \alpha}^{, \alpha}\right]=\kappa T_{\mu v} \\
a_{1} R_{\mu v}-\frac{1}{2}\left[a_{0}\left(\eta_{\mu v}+h_{\mu v}\right)+a_{1} R \eta_{\mu v}\right]-2 a_{2}\left[R_{, \mu v}-\left(\eta_{\mu v}+h_{\mu v}\right) R_{, \alpha}^{, \alpha}\right]=\kappa T_{\mu v} \\
a_{1} G_{\mu v}-\frac{1}{2} a_{0}\left(\eta_{\mu v}+h_{\mu v}\right)-2 a_{2}\left[R_{, \mu v}-\left(\eta_{\mu v}+h_{\mu v}\right) R_{, \alpha}^{, \alpha}\right] \tag{5.23}
\end{array}=\kappa T_{\mu v} .
$$

where we have neglected quadratic terms in $h_{\mu \nu}, R R_{\mu \nu}, R^{2}$, and the Einstein tensor $G_{\mu \nu}$ in the Minskwoski space is given by

$$
\begin{equation*}
G_{\mu v}=R_{\mu v}-\frac{1}{2} \eta_{\mu v} R \tag{5.24}
\end{equation*}
$$

which can be linearized also by replacing the Ricci tensor and scalar, (5.19) and (5.20) respectively

$$
\begin{aligned}
G_{\mu v} & =\frac{1}{2}\left(h_{v, \mu \alpha}^{\alpha}-h_{\mu v, \alpha}^{, \alpha}-h_{, \mu v}+h_{\mu \alpha, v}^{, \alpha}\right)-\frac{1}{2} \eta_{\mu v}\left(h_{\alpha \beta}^{, \alpha \beta}-h_{, \alpha}^{, \alpha}\right) \\
& =\frac{1}{2}\left(h_{v, \mu \alpha}^{\alpha}-h_{\mu v, \alpha}^{, \alpha}-\frac{1}{2} h_{, \mu v}-\frac{1}{2} h_{, \mu v}+h_{\mu \alpha, v}^{, \alpha}-\eta_{\mu v} h_{\alpha \beta}^{, \alpha \beta}+\frac{1}{2} \eta_{\mu v} h_{, \alpha}^{, \alpha}+\frac{1}{2} \eta_{\mu v} h_{, \alpha}^{, \alpha}\right) \\
& =\frac{1}{2}\left[\left(h_{v, \mu \alpha}^{\alpha}-\frac{1}{2} \eta_{v}^{\alpha} h_{, \mu \alpha}\right)-\left(h_{\mu v, \alpha}^{, \alpha}-\frac{1}{2} \eta_{\mu v} h_{, \alpha}^{, \alpha}\right)+\left(h_{\mu \alpha, v}^{, \alpha}-\frac{1}{2} \eta_{\mu \alpha} h_{, v}^{, \alpha}\right)-\eta_{\mu v}\left(h_{\alpha \beta}^{, \alpha \beta}-\frac{1}{2} \eta_{\alpha \beta} h^{, \alpha \beta}\right)\right] \\
& =\frac{1}{2}\left[\left(h_{v}^{\alpha}-\frac{1}{2} \eta_{v}^{\alpha} h\right)_{, \mu \alpha}-\left(h_{\mu v}-\frac{1}{2} \eta_{\mu v} h\right)_{, \alpha}^{, \alpha}+\left(h_{\mu \alpha}-\frac{1}{2} \eta_{\mu \alpha} h\right)_{, v}^{, \alpha}-\eta_{\mu v}\left(h_{\alpha \beta}-\frac{1}{2} \eta_{\alpha \beta} h\right)^{, \alpha \beta}\right],
\end{aligned}
$$

now, through the definition of the trace reverse perturbation

$$
\begin{equation*}
\bar{h}_{\mu \nu}=h_{\mu \nu}-\frac{1}{2} \eta_{\mu v} h \tag{5.25}
\end{equation*}
$$

whose name is due to

$$
\begin{equation*}
\bar{h}=\eta^{\mu v} \bar{h}_{\mu v}=\eta^{\mu v} h_{\mu v}-\frac{1}{2} \eta^{\mu v} \eta_{\mu v} h=-h \tag{5.26}
\end{equation*}
$$

the Einstein tensor to first order in the metric is

$$
\begin{equation*}
G_{\mu v}=\frac{1}{2}\left[\bar{h}_{v, \mu \alpha}^{\alpha}-\bar{h}_{\mu v, \alpha}^{, \alpha}+\bar{h}_{\mu \alpha, v}^{, \alpha}-\eta_{\mu v} \bar{h}_{\alpha \beta}^{, \alpha \beta}\right] . \tag{5.27}
\end{equation*}
$$

At the same time, it is necessary to write the derivatives of the Ricci scalar. Eq. (5.20) in terms of the perturbation and so get the linearized field equations, that is

$$
\begin{align*}
R_{, \mu v}-\left(\eta_{\mu v}+h_{\mu v}\right) R_{, \alpha}^{, \alpha} & =\left(h_{\sigma \rho}^{, \sigma \rho}-h_{, \sigma}^{, \sigma}\right)_{, \mu v}-\left(\eta_{\mu v}+h_{\mu v}\right)\left(h_{\sigma \rho}^{, \sigma \rho}-h_{, \sigma}^{, \sigma}\right)_{, \alpha}^{, \alpha} \\
& =\left(h_{\sigma \rho}^{, \sigma \rho}-h_{, \sigma}^{, \sigma}\right)_{, \mu v}-\eta_{\mu v}\left(h_{\sigma \rho}^{, \sigma \rho}-h_{, \sigma}^{, \sigma}\right)_{, \alpha}^{, \alpha} \\
& =h_{\sigma \rho, \mu v}^{, \sigma \rho}-h_{, \sigma \mu v}^{, \sigma}-\eta_{\mu v} h_{\sigma \rho, \alpha}^{, \sigma \rho \alpha}+\eta_{\mu v} h_{, \sigma \alpha}^{, \sigma \alpha} \\
& =\bar{h}_{\sigma \rho, \mu v}^{, \sigma \rho}-\frac{1}{2} \eta_{\sigma \rho} \bar{h}_{, \mu v}^{, \sigma \rho}+\bar{h}_{, \sigma \mu v}^{, \sigma}-\eta_{\mu v} \bar{h}_{\sigma \rho, \alpha}^{, \sigma \rho \alpha}+\frac{1}{2} \eta_{\mu v} \eta_{\sigma \rho} \bar{h}_{, \alpha}^{, \sigma \rho \alpha}-\eta_{\mu v} \bar{h}_{, \sigma \alpha}^{, \sigma \alpha} \\
& =\bar{h}_{\sigma \rho, \mu v}^{, \sigma \rho}-\frac{1}{2} \bar{h}_{, \sigma \mu v}^{, \sigma}+\bar{h}_{, \sigma \mu v}^{, \sigma}-\eta_{\mu v} \bar{h}_{\sigma \rho, \alpha}^{, \sigma \rho \alpha}+\frac{1}{2} \eta_{\mu v} \bar{h}_{, \sigma \alpha}^{, \sigma \alpha}-\eta_{\mu v} \bar{h}_{, \sigma \alpha}^{, \sigma \alpha} \\
& =\bar{h}_{\sigma \rho, \mu v}^{, \sigma \rho}+\frac{1}{2} \bar{h}_{, \sigma \mu v}^{, \sigma}-\eta_{\mu v} \bar{h}_{\sigma \rho, \alpha}^{, \sigma \rho \alpha}-\frac{1}{2} \eta_{\mu v} \bar{h}_{, \sigma \alpha}^{, \sigma \alpha} \tag{5.28}
\end{align*}
$$

Let us suppose that by the freedom of Gauge

$$
\begin{equation*}
\bar{h}_{, v}^{\mu v}=0 \tag{5.29}
\end{equation*}
$$

which is known as the Lorentz Gauge, in a similar way to the electromagnetic case. In this Gauge, the Einstein tensor (5.27) can be reduced to the simple form

$$
\begin{equation*}
G_{\mu v}=-\frac{1}{2} \bar{h}_{\mu v, \alpha}^{, \alpha}, \tag{5.30}
\end{equation*}
$$

and expression (5.28)

$$
\begin{equation*}
R_{, \mu v}-\left(\eta_{\mu v}+h_{\mu v}\right) R_{, \alpha}^{, \alpha}=\frac{1}{2} \bar{h}_{, \sigma \mu v}^{\sigma}-\frac{1}{2} \eta_{\mu v} \bar{h}_{, \sigma \alpha}^{, \sigma \alpha} \tag{5.31}
\end{equation*}
$$

With equations (5.30) and (5.31) the linearized field equations (5.23) take the form

$$
\begin{equation*}
-\frac{1}{2} a_{1} \bar{h}_{\mu v, \alpha}^{, \alpha}-\frac{1}{2} a_{0}\left(\eta_{\mu v}+\bar{h}_{\mu v}-\frac{1}{2} \eta_{\mu v} \bar{h}\right)-a_{2}\left(\bar{h}_{, \sigma \mu v}^{, \sigma}-\eta_{\mu v} \bar{h}_{, \sigma \alpha}^{, \sigma \alpha}\right)=\kappa T_{\mu v} \tag{5.32}
\end{equation*}
$$

which lead to the linearized Einstein field equations when $a_{0}=a_{2}=0$ and $a_{1}=1$.

### 5.2.1.1 Green's Function to solve the equation

In contrast with GR, where the evolution of the perturbation tensor $\bar{h}_{\mu \nu}$ is defined only by the proportionality of its d'alambertian with the stress-energy tensor, field equations (5.32) relate $\bar{h}_{\mu v}$ even with the second d'alambertian operator of its trace, which implies more complexity in the form of the equations. However we can take advantage of this relation taking the trace of the equations, that is

$$
\begin{equation*}
3 a_{2} \bar{h}_{, \sigma \rho}^{, \sigma \rho}-\frac{1}{2} a_{1} \bar{h}_{, \sigma}^{\sigma}-\frac{1}{2} a_{0}(4-\bar{h})=\kappa T \tag{5.33}
\end{equation*}
$$

thus we are dealing with a fourth-order partial differential equation and our goal is to determine $\bar{h}$ using the Green's functions method [58]. Note that this equation can be written in terms of operators

$$
\begin{equation*}
\left(3 a_{2} \square^{2}-\frac{1}{2} a_{1} \square+\frac{1}{2} a_{0}\right) \bar{h}\left(x^{\sigma}\right)=\kappa T\left(x^{\sigma}\right)+2 a_{0} \tag{5.34}
\end{equation*}
$$

where we have reordered some terms and the operator $\square^{2}$ representsUnfortunately find the Green's function or propagator associated to the operator $6 a_{2} \square^{2}-a_{1} \square+a_{0}$ is not an easy task, however we can decompose it in two factors, as follows

$$
\begin{equation*}
3 a_{2} \square^{2}-\frac{1}{2} a_{1} \square+\frac{1}{2} a_{0}=\left(3 a_{2} \square-A\right)(\square-B), \tag{5.35}
\end{equation*}
$$

where the constans $A$ and $B$ satisfy

$$
\begin{equation*}
2 A B=a_{0} \quad \text { and } \quad 2 A+6 a_{2} B=a_{1} \tag{5.36}
\end{equation*}
$$

or

$$
\begin{equation*}
A=\frac{a_{1} \mp \sqrt{a_{1}^{2}-24 a_{0} a_{2}}}{4} \tag{5.37}
\end{equation*}
$$

and

$$
\begin{equation*}
B=\frac{a_{1} \pm \sqrt{a_{1}^{2}-24 a_{0} a_{2}}}{12 a_{2}} \tag{5.38}
\end{equation*}
$$

In this way, Eq. (5.34) could be written as

$$
\begin{equation*}
\left(3 a_{2} \square-A\right)(\square-B) \bar{h}\left(x^{\sigma}\right)=\kappa T\left(x^{\sigma}\right)+2 a_{0} . \tag{5.39}
\end{equation*}
$$

which has the form of a composition of two Klein-Gordon equations. Let us suppose that the right hand side of the equation can be written as an integral using the sifting property of the Dirac Delta

$$
\begin{equation*}
\kappa T\left(x^{\sigma}\right)+2 a_{0}=\int\left[\kappa T\left(y^{\sigma}\right)+2 a_{0}\right] \delta^{(4)}\left(x^{\sigma}-y^{\sigma}\right) d^{4} y \tag{5.40}
\end{equation*}
$$

and we will define $G_{1}\left(x^{\sigma}, y^{\sigma}\right)$ as the Green's function that solves

$$
\begin{equation*}
\left(3 a_{2} \square-A\right) G_{1}\left(x^{\sigma}, y^{\sigma}\right)=\delta^{(4)}\left(x^{\sigma}-y^{\sigma}\right) \tag{5.41}
\end{equation*}
$$

thus

$$
\begin{equation*}
\kappa T\left(x^{\sigma}\right)+2 a_{0}=\left(3 a_{2} \square-A\right) \int\left[\kappa T\left(y^{\sigma}\right)+2 a_{0}\right] G_{1}\left(x^{\sigma}, y^{\sigma}\right) d^{4} y \tag{5.42}
\end{equation*}
$$

where the operator has left the integral because it is acting over $x^{\sigma}$. Making further use of the sifting property of the Dirac Delta we can write the Green's function as

$$
\begin{equation*}
G_{1}\left(x^{\sigma}, y^{\sigma}\right)=\int G_{1}\left(z^{\sigma}, y^{\sigma}\right) \delta^{(4)}\left(x^{\sigma}-z^{\sigma}\right) d^{4} z \tag{5.43}
\end{equation*}
$$

with which we arrive to

$$
\begin{equation*}
\kappa T\left(x^{\sigma}\right)+2 a_{0}=\left(3 a_{2} \square-A\right) \iint\left[\kappa T\left(y^{\sigma}\right)+2 a_{0}\right] G_{1}\left(z^{\sigma}, y^{\sigma}\right) \delta^{(4)}\left(x^{\sigma}-z^{\sigma}\right) d^{4} z d^{4} y \tag{5.44}
\end{equation*}
$$

and defining $G_{2}\left(x^{\sigma}, z^{\sigma}\right)$ through

$$
\begin{equation*}
(\square-B) G_{2}\left(x^{\sigma}, z^{\sigma}\right)=\delta^{(4)}\left(x^{\sigma}-z^{\sigma}\right) \tag{5.45}
\end{equation*}
$$

then replacing we get

$$
\begin{equation*}
\kappa T\left(x^{\sigma}\right)+2 a_{0}=\left(3 a_{2} \square-A\right)(\square-B) \iint\left[\kappa T\left(y^{\sigma}\right)+2 a_{0}\right] G_{1}\left(z^{\sigma}, y^{\sigma}\right) G_{2}\left(x^{\sigma}, z^{\sigma}\right) d^{4} z d^{4} y \tag{5.46}
\end{equation*}
$$

now by getting rid of the operators we readily find

$$
\begin{equation*}
\bar{h}\left(x^{\sigma}\right)=\iint\left[\kappa T\left(y^{\sigma}\right)+2 a_{0}\right] G_{1}\left(z^{\sigma}, y^{\sigma}\right) G_{2}\left(x^{\sigma}, z^{\sigma}\right) d^{4} z d^{4} y . \tag{5.47}
\end{equation*}
$$

Of course, we have only moved the problem to find $\bar{h}$ to solve equations (5.43) and (5.45), however this could be an easier task if we take the Fourier transform, defined as

$$
\begin{equation*}
\widetilde{\phi}\left(k^{\sigma}\right)=\frac{1}{(2 \pi)^{2}} \int \phi\left(x^{\sigma}\right) e^{-i k x} d^{4} x \tag{5.48}
\end{equation*}
$$

and the inverse

$$
\begin{equation*}
\phi\left(x^{\sigma}\right)=\frac{1}{(2 \pi)^{2}} \int \widetilde{\phi}\left(k^{\sigma}\right) e^{i k x} d^{4} k \tag{5.49}
\end{equation*}
$$

where $k x=-k_{0} x_{0}+\vec{k} \cdot \vec{x}$. So, in the Fourier space Eq. (5.45) takes the algebraic form

$$
\begin{equation*}
\left(-k^{2}-B\right) \widetilde{G}_{2}\left(k^{\sigma}, z^{\sigma}\right)=\frac{1}{4 \pi^{2}} e^{-i k z} \tag{5.50}
\end{equation*}
$$

or

$$
\begin{equation*}
\widetilde{G}_{2}\left(k^{\sigma}, z^{\sigma}\right)=-\frac{1}{4 \pi^{2}} \frac{e^{-i k z}}{k^{2}+B} \tag{5.51}
\end{equation*}
$$

where $k^{2}=-k_{0}^{2}+\mathbf{k}^{2}$. Thus in the position space we have

$$
\begin{equation*}
G_{2}\left(x^{\sigma}, z^{\sigma}\right)=-\frac{1}{16 \pi^{4}} \int \frac{e^{i k(x-z)}}{k^{2}+B} d^{4} k \tag{5.52}
\end{equation*}
$$

It is clearly observed the care that must be taken when performing the integral, since there are singularities or poles in the integrand, i.e. those surfaces where $-k_{0}^{2}+\mathbf{k}^{2}+B=0$. This can be


Figure 5.3. The singularity of the integrand is removed choosing an appropriate path in the complex plane. Move up from the real line implies a clockwise contour integral and gives the retarded Green's function.


Figure 5.4. Field $\bar{h}\left(x_{0}, \vec{x}\right)$ is the result of the perturbation from any source at position ( $z_{0}, \vec{z}$ ) in its past light cone.
seen better if the integral is first made over $k_{0}$,

$$
\begin{equation*}
G_{2}\left(x^{\sigma}, z^{\sigma}\right)=-\frac{1}{16 \pi^{4}} \int e^{i \vec{k} \cdot(\vec{x}-\vec{z})} \int \frac{e^{-i k_{0}\left(x_{0}-z_{0}\right)}}{-k_{0}^{2}+\mathbf{k}^{2}+B} d k_{0} d^{3} k, \tag{5.53}
\end{equation*}
$$

which implies that there are poles in $k_{0}= \pm \sqrt{\mathbf{k}^{2}+B}$, and integration must be regularized by shifting the pole, Fig. 5.3 , so that there will be different Green's functions or propagators depending on the type of pole movement that is made [147].

On the other hand, we are interested in the field $h$ at a point ( $x_{0}, \vec{x}$ ), which results from all the contributions of sources in its past light cone, that is to say, $h\left(x_{0}, x\right)$ is the sum of the fields emitted by the sources at any point $\vec{z}$ and at the time $z_{0}$ in the causal past of the point ( $x_{0}, \vec{x}$ ), such that $z_{0}<x_{0}$, Fig. (5.4). From this we will call the retarded Green's Function to

$$
\begin{equation*}
G_{2}\left(x^{\sigma}, z^{\sigma}\right)=-\frac{1}{16 \pi^{4}} \lim _{\varepsilon \rightarrow 0} \int e^{i \vec{k} \cdot(\vec{x}-\vec{z})} \int \frac{e^{-i k_{0}\left(x_{0}-z_{0}\right)}}{-\left(k_{0}+i \varepsilon\right)^{2}+\mathbf{k}^{2}+B} d k_{0} d^{3} k \tag{5.54}
\end{equation*}
$$

integrated over a contour clockwise region as depicted in Fig. 5.3.
Defining the dispersion relation as

$$
\begin{equation*}
\omega_{2 \mathbf{k}}^{2}=\mathbf{k}^{2}+B \tag{5.55}
\end{equation*}
$$

integral over $k_{0}$ gives

$$
\begin{align*}
\int \frac{e^{-i k_{0}\left(x_{0}-z_{0}\right)}}{\left(k_{0}+i \varepsilon\right)^{2}-\mathbf{k}^{2}-B} d k_{0} & =\int \frac{e^{-i k_{0}\left(x_{0}-z_{0}\right)}}{2 \omega_{2 \mathbf{k}}}\left(\frac{1}{k_{0}+i \varepsilon-\omega_{2 \mathbf{k}}}-\frac{1}{k_{0}+i \varepsilon+\omega_{2 \mathbf{k}}}\right) d k_{0} \\
& =\frac{i \pi}{\omega_{2 \mathbf{k}}}\left(e^{-i\left(\omega_{2 \mathbf{k}}-i \varepsilon\right)\left(x_{0}-z_{0}\right)}-e^{i\left(\omega_{2 \mathbf{k}}+i \varepsilon\right)\left(x_{0}-z_{0}\right)}\right), \tag{5.56}
\end{align*}
$$

where we have used the residue theorem. Thus the Green's Function gives, taking the limit

$$
\begin{align*}
G_{2}\left(x^{\sigma}, z^{\sigma}\right) & =\frac{i}{16 \pi^{3}} \int \frac{e^{i \vec{k} \cdot(\vec{x}-\vec{z})}}{\omega_{2 \mathbf{k}}}\left(e^{-i \omega_{2 \mathbf{k}}\left(x_{0}-z_{0}\right)}-e^{i \omega_{2 \mathbf{k}}\left(x_{0}-z_{0}\right)}\right) d^{3} k \\
& =\frac{1}{8 \pi^{3}} \int \frac{e^{i \vec{k} \cdot(\vec{x}-\vec{z})}}{\omega_{2 \mathbf{k}}} \sin \left(\omega_{2 \mathbf{k}}\left(x_{0}-z_{0}\right)\right) d^{3} k, \tag{5.57}
\end{align*}
$$

in spherical coordinates

$$
\begin{align*}
G_{2}\left(x^{\sigma}, z^{\sigma}\right) & =\frac{1}{8 \pi^{3}} \int_{0}^{\infty} \int_{0}^{2 \pi} \int_{0}^{\pi} \frac{e^{i \mathbf{k}|\vec{x}-\vec{z}| \cos \theta}}{\omega_{2 \mathbf{k}}} \sin \left[\omega_{2 \mathbf{k}}\left(x_{0}-z_{0}\right)\right] \mathbf{k}^{2} \sin \theta d \theta d \phi d \mathbf{k} \\
& =\frac{1}{4 \pi^{2}} \int_{0}^{\infty} \int_{0}^{\pi} \frac{e^{i \mathbf{k}|\vec{x}-\vec{z}| \cos \theta}}{\omega_{2 \mathbf{k}}} \sin \left[\omega_{2 \mathbf{k}}\left(x_{0}-z_{0}\right)\right] \mathbf{k}^{2} \sin \theta d \theta d \mathbf{k} \\
& =\frac{1}{4 \pi^{2}} \int_{0}^{\infty} \frac{\mathbf{k}^{2}}{\omega_{2 \mathbf{k}}} \sin \left[\omega_{2 \mathbf{k}}\left(x_{0}-z_{0}\right)\right] \int_{0}^{\pi} e^{i \mathbf{k}|\vec{x}-\vec{z}| \cos \theta} \sin \theta d \theta d \mathbf{k} \\
& =\frac{1}{2 \pi^{2}} \frac{1}{|\vec{x}-\vec{z}|} \int_{0}^{\infty} \frac{\mathbf{k}}{\omega_{2 \mathbf{k}}} \sin \left[\omega_{2 \mathbf{k}}\left(x_{0}-z_{0}\right)\right] \sin (\mathbf{k}|\vec{x}-\vec{z}|) d \mathbf{k} \\
& =-\frac{1}{2 \pi^{2}} \frac{1}{|\vec{x}-\vec{z}|} \frac{d}{d|\vec{x}-\vec{z}|} \int_{0}^{\infty} \frac{1}{\omega_{2 \mathbf{k}}} \sin \left[\omega_{2 \mathbf{k}}\left(x_{0}-z_{0}\right)\right] \cos (\mathbf{k}|\vec{x}-\vec{z}|) d \mathbf{k} \\
& =-\frac{1}{4 \pi^{2}} \frac{1}{|\vec{x}-\vec{z}|} \frac{d}{d|\vec{x}-\vec{z}|}\left(\int_{0}^{\infty} \frac{1}{\omega_{2 \mathbf{k}}} \sin \left[\omega_{2 \mathbf{k}}\left(x_{0}-z_{0}\right)+\mathbf{k}|\vec{x}-\vec{z}|\right] d \mathbf{k}+\right. \\
8) & \left.\int_{0}^{\infty} \frac{1}{\omega_{2 \mathbf{k}}} \sin \left[\omega_{2 \mathbf{k}}\left(x_{0}-z_{0}\right)-\mathbf{k}|\vec{x}-\vec{z}|\right] d \mathbf{k}\right), \tag{5.58}
\end{align*}
$$

and noting that

$$
\begin{equation*}
\omega_{2 \mathbf{k}}\left(x_{0}-z_{0}\right)+\mathbf{k}|\vec{x}-\vec{z}|=\sqrt{B}\left[\left(x_{0}-z_{0}\right) \sqrt{\frac{\mathbf{k}^{2}}{B}+1}+|\vec{x}-\vec{z}| \frac{\mathbf{k}}{\sqrt{B}}\right] \tag{5.59}
\end{equation*}
$$

it is helpful to use the variable change

$$
\begin{equation*}
\mathbf{k}=\sqrt{B} \sinh v \tag{5.60}
\end{equation*}
$$

furthermore, since we are looking for causal relation between two events defined by $x^{\sigma}$ and $z^{\sigma}$, they must be separated by a timelike interval, i.e.,

$$
\begin{equation*}
\left(x_{0}-z_{0}\right)^{2}>|\vec{x}-\vec{z}|^{2} \tag{5.61}
\end{equation*}
$$

with $x_{0}>z_{0}$, which allows us to express

$$
\begin{equation*}
|\vec{x}-\vec{z}|=\left(x_{0}-z_{0}\right) \tanh u \tag{5.62}
\end{equation*}
$$

consequently

$$
\begin{align*}
\omega_{2 \mathbf{k}}\left(x_{0}-z_{0}\right)+\mathbf{k}|\vec{x}-\vec{z}| & =\sqrt{B}\left(x_{0}-z_{0}\right)[\cosh v+\tanh u \sinh v] \\
& =\sqrt{B} \frac{x_{0}-z_{0}}{\cosh u}[\cosh u \cosh v+\sinh u \sinh v] \\
& =\sqrt{B} \sqrt{-|x-z|^{2}}[\cosh u \cosh v+\sinh u \sinh v] \\
& =\sqrt{B} \sqrt{-|x-z|^{2}} \cosh (u+v) \tag{5.63}
\end{align*}
$$

and $|x-z|^{2}=-\left(x_{0}-z_{0}\right)^{2}+|\vec{x}-\vec{z}|^{2}$, thus

$$
\begin{equation*}
\int_{0}^{\infty} \frac{1}{\omega_{2 \mathbf{k}}} \sin \left[\omega_{2 \mathbf{k}}\left(x_{0}-z_{0}\right)+\mathbf{k}|\vec{x}-\vec{z}|\right] d \mathbf{k}=\int_{0}^{\infty} \sin \left[\sqrt{B} \sqrt{-|x-z|^{2}} \cosh (u+v)\right] d v \tag{5.64}
\end{equation*}
$$

and noting that the Bessel function of the first kind admits an integral representation of the form

$$
\begin{equation*}
J_{0}(x)=\frac{2}{\pi} \int_{0}^{\infty} \sin (x \cosh t) d t \tag{5.65}
\end{equation*}
$$

we arrive at

$$
\begin{equation*}
\int_{0}^{\infty} \frac{1}{\omega_{2 \mathbf{k}}} \sin \left[\omega_{2 \mathbf{k}}\left(x_{0}-z_{0}\right) \pm \mathbf{k}|\vec{x}-\vec{z}|\right] d \mathbf{k}=\frac{\pi}{2} \Theta\left(-|x-z|^{2}\right) J_{0}\left(\sqrt{B} \sqrt{-|x-z|^{2}}\right) \tag{5.66}
\end{equation*}
$$

where the Heaviside step function denotes the timelike framework that the Green's function must have. A finally step to write the solution is make use of the chain rule

$$
\begin{equation*}
\frac{d}{d|\vec{x}-\vec{z}|}=-2|\vec{x}-\vec{z}| \frac{d}{d\left(-|x-z|^{2}\right)}, \tag{5.67}
\end{equation*}
$$

Now, it is possible to obtain finally the propagator

$$
\begin{align*}
G_{2}\left(x^{\sigma}, z^{\sigma}\right) & =\frac{1}{2 \pi} \frac{d}{d\left(-|x-z|^{2}\right)}\left[\Theta\left(-|x-z|^{2}\right) J_{0}\left(\sqrt{B} \sqrt{-|x-z|^{2}}\right)\right] \\
& =\frac{1}{2 \pi}\left[\delta\left(-|x-z|^{2}\right)-\frac{\sqrt{B}}{2 \sqrt{-|x-z|^{2}}} \Theta\left(-|x-z|^{2}\right) J_{1}\left(\sqrt{-B|x-z|^{2}}\right)\right] \tag{5.68}
\end{align*}
$$

however, since $-|x-z|^{2}=\left(x_{0}-z_{0}\right)^{2}-|\vec{x}-\vec{z}|^{2}=\left(x_{0}-z_{0}-|\vec{x}-\vec{z}|\right)\left(x_{0}-z_{0}+|\vec{x}-\vec{z}|\right)$, which is positive for $x_{0}-z_{0}>|\vec{x}-\vec{z}|>0$, Heaviside function takes the simpler form $\Theta\left(x_{0}-z_{0}-r_{x z}\right)$, with $r_{x z}=|\vec{x}-\vec{z}|$. Likewise Dirac delta function can be expressed as

$$
\begin{align*}
\delta\left(-|x-z|^{2}\right) & =\frac{1}{2 r_{x z}}\left(\delta\left(x_{0}-z_{0}-r_{x z}\right)+\delta\left(x_{0}-z_{0}+r_{x z}\right)\right) \\
& =\frac{1}{2 r_{x z}} \delta\left(x_{0}-z_{0}-r_{x z}\right), \tag{5.69}
\end{align*}
$$

where we have taken into account the distributional concept of the Dirac delta, since it will only make sense within an integral and because its argument is greater than zero, i.e. $x_{0}-z_{0}>0$, $r_{x z}>0$, such an integral will vanish over the whole domain. With this we have that the retarded Green's function is

$$
\begin{equation*}
G_{2}\left(x^{\sigma}, z^{\sigma}\right)=\frac{1}{4 \pi}\left[\frac{\delta\left(x_{0}-z_{0}-r_{x z}\right)}{r_{x z}}-\frac{\sqrt{B \Theta}\left(x_{0}-z_{0}-r_{x z}\right)}{\sqrt{\left(x_{0}-z_{0}\right)^{2}-r_{x z}^{2}}} J_{1}\left(\sqrt{B} \sqrt{\left(x_{0}-z_{0}\right)^{2}-r_{x z}^{2}}\right)\right] \tag{5.70}
\end{equation*}
$$

and by the same procedure for solving Eq. (5.41), we obtain

$$
\begin{equation*}
G_{1}\left(z^{\sigma}, y^{\sigma}\right)=\frac{1}{12 \pi a_{2}}\left[\frac{\delta\left(z_{0}-y_{0}-r_{z y}\right)}{r_{z y}}-\frac{\sqrt{A \Theta}\left(z_{0}-y_{0}-r_{z y}\right)}{\sqrt{3 a_{2}} \sqrt{\left(z_{0}-y_{0}\right)^{2}-r_{z y}^{2}}} J_{1}\left(\sqrt{\frac{A}{3 a_{2}}} \sqrt{\left(z_{0}-y_{0}\right)^{2}-r_{z y}^{2}}\right)\right] \tag{5.71}
\end{equation*}
$$

So, perturbation (5.47) is

$$
\begin{equation*}
\bar{h}\left(x^{\sigma}\right)=\int\left[\kappa T\left(y^{\sigma}\right)+2 a_{0}\right] \int G_{2}\left(x^{\sigma}, z^{\sigma}\right) G_{1}\left(z^{\sigma}, y^{\sigma}\right) d^{4} z d^{4} y \tag{5.72}
\end{equation*}
$$

which can be performed by making the integral over $z_{0}$, so we are going to focus on the integral

$$
\begin{equation*}
\int G_{2}\left(x^{\sigma}, z^{\sigma}\right) G_{1}\left(z^{\sigma}, y^{\sigma}\right) d z_{0}=\frac{1}{48 \pi \alpha_{2}}\left(I_{1}+I_{2}+I_{3}+I_{4}\right) . \tag{5.73}
\end{equation*}
$$

where

$$
\begin{align*}
I_{1} & =\frac{1}{r_{x z} r_{z y}} \int_{-\infty}^{\infty} \delta\left(x_{0}-z_{0}-r_{x z}\right) \delta\left(z_{0}-y_{0}-r_{z y}\right) d z_{0} \\
& =\frac{\delta\left(r_{x z}+r_{z y}-x_{0}+y_{0}\right)}{r_{x z} r_{z y}}, \tag{5.74}
\end{align*}
$$

and

$$
I_{2}=-\sqrt{\frac{A}{3 a_{2}}} \frac{1}{r_{x z}} \int_{-\infty}^{\infty} \delta\left(x_{0}-z_{0}-r_{x z}\right) \frac{\Theta\left(z_{0}-y_{0}-r_{z y}\right)}{\sqrt{\left(z_{0}-y_{0}\right)^{2}-r_{z y}^{2}}} J_{1}\left(\sqrt{\frac{A}{3 a_{2}}} \sqrt{\left(z_{0}-y_{0}\right)^{2}-r_{z y}^{2}}\right) d z_{0}
$$

$$
\begin{equation*}
=-\sqrt{\frac{A}{3 a_{2}}} \frac{1}{r_{x z}} \frac{\Theta\left(x_{0}-y_{0}-r_{x z}-r_{z y}\right)}{\sqrt{\left(x_{0}-y_{0}-r_{x z}\right)^{2}-r_{z y}^{2}}} J_{1}\left(\sqrt{\frac{A}{3 a 2}} \sqrt{\left(x_{0}-y_{0}-r_{x z}\right)^{2}-r_{z y}^{2}}\right) \tag{5.75}
\end{equation*}
$$

and

$$
\begin{align*}
I_{3} & =-\frac{\sqrt{B}}{r_{z y}} \int_{-\infty}^{\infty} \delta\left(z_{0}-y_{0}-r_{z y}\right) \frac{\Theta\left(x_{0}-z_{0}-r_{x z}\right)}{\sqrt{\left(x_{0}-z_{0}\right)^{2}-r_{x z}^{2}}} J_{1}\left(\sqrt{B} \sqrt{\left(x_{0}-z_{0}\right)^{2}-r_{x z}^{2}}\right) d z_{0} \\
& =-\frac{\sqrt{B}}{r_{z y}} \frac{\Theta\left(x_{0}-y_{0}-r_{x z}-r_{z y}\right)}{\sqrt{\left(x_{0}-y_{0}-r_{z y}\right)^{2}-r_{x z}^{2}}} J_{1}\left(\sqrt{B} \sqrt{\left(x_{0}-y_{0}-r_{z y}\right)^{2}-r_{x z}^{2}}\right) \tag{5.76}
\end{align*}
$$

and

$$
\begin{align*}
I_{4} & =\frac{\sqrt{A B}}{3 a_{2}} \int_{-\infty}^{\infty} \frac{\Theta\left(x_{0}-z_{0}-r_{x z}\right)}{\sqrt{\left(x_{0}-z_{0}\right)^{2}-r_{x z}^{2}}} \frac{\Theta\left(z_{0}-y_{0}-r_{z y}\right)}{\sqrt{\left(z_{0}-y_{0}\right)^{2}-r_{z y}^{2}}} J_{1}\left(\sqrt{B} \sqrt{\left(x_{0}-z_{0}\right)^{2}-r_{x z}^{2}}\right) \\
& J_{1}\left(\sqrt{\frac{A}{3 a_{2}}} \sqrt{\left(z_{0}-y_{0}\right)^{2}-r_{z y}^{2}}\right) d z_{0} \\
& =\frac{\sqrt{A B}}{3 a_{2}} \int_{-\infty}^{\infty} \frac{J_{1}\left(\sqrt{B} \sqrt{\left(x_{0}-z_{0}\right)^{2}-r_{x z}^{2}}\right)}{\sqrt{\left(x_{0}-z_{0}\right)^{2}-r_{x z}^{2}}} \frac{J_{1}\left(\sqrt{\frac{A}{3 a_{2}}} \sqrt{\left(z_{0}-y_{0}\right)^{2}-r_{z y}^{2}}\right)}{\sqrt{\left(z_{0}-y_{0}\right)^{2}-r_{z y}^{2}}} d z_{0} \\
& =0 . \tag{5.77}
\end{align*}
$$

Finally we can write the perturbation as

$$
\begin{equation*}
\bar{h}\left(x^{\sigma}\right)=\frac{1}{48 \pi a_{2}} \iint\left[\kappa T\left(y^{\sigma}\right)+2 a_{0}\right]\left[\frac{\delta\left(r_{x z}+r_{z y}-x_{0}+y_{0}\right)}{r_{x z} r_{z y}}+I_{2}+I_{3}\right] d y_{0} d^{3} z d^{3} y . \tag{5.78}
\end{equation*}
$$

### 5.2.1.2 Newtonian limit

In the Newtonian limit $(|v| \ll 1)\left|T^{00}\right| \gg\left|T^{i i}\right|$, and $\left|\bar{h}^{00}\right| \gg\left|\bar{h}^{i i}\right|$, so $\bar{h}=\eta^{\mu v} \bar{h}_{\mu v} \approx-\bar{h}_{00}$. Furthermore if the system is static time derivatives are equally zero [47, 164]

$$
\begin{align*}
-\frac{1}{2} a_{1} \bar{h}_{, i}^{00, i}+\frac{1}{2} a_{0}\left(1-\frac{1}{2} \bar{h}^{00}\right)-a_{2} \bar{h}_{, i j}^{00, i j} & =\kappa T^{00} \\
-\frac{1}{2} a_{1} \nabla^{2} \bar{h}^{00}+\frac{1}{2} a_{0}\left(1-\frac{1}{2} \bar{h}^{00}\right)-a_{2} \nabla^{2} \nabla^{2} \bar{h}^{00} & =\kappa T^{00} \tag{5.79}
\end{align*}
$$

and noting that

$$
\begin{equation*}
h_{00}=\bar{h}_{00}-\frac{1}{2} \bar{h}_{00}=\frac{1}{2} \bar{h}_{00}, \tag{5.80}
\end{equation*}
$$

thus the linearized field equations are

$$
\begin{equation*}
-a_{1} \nabla^{2} h^{00}+\frac{1}{2} a_{0}\left(1-h^{00}\right)-2 a_{2} \nabla^{2} \nabla^{2} h^{00}=\kappa T^{00} \tag{5.81}
\end{equation*}
$$

knowing that the potentials are only functions of $r$, as in the case of the metric (4.22), the equation reads as

$$
\begin{equation*}
-a_{1} \frac{1}{r^{2}} \frac{d}{d r}\left(r^{2} \frac{d h^{00}}{d r}\right)+\frac{1}{2} a_{0}\left(1-h^{00}\right)-2 a_{2} \frac{1}{r^{2}} \frac{d}{d r}\left\{r^{2} \frac{d}{d r}\left[\frac{1}{r^{2}} \frac{d}{d r}\left(r^{2} \frac{d h^{00}}{d r}\right)\right]\right\}=\kappa T^{00} \tag{5.82}
\end{equation*}
$$

This is a fourth order differential equation for $h^{00}(r)$, whose singular solution is

$$
\begin{equation*}
h^{00}(r)=1-\frac{2 \kappa}{a_{0}} T^{00} \tag{5.83}
\end{equation*}
$$

and assuming a solution of the related homogeneous equation in the form

$$
\begin{equation*}
h^{00}(r)=\frac{1}{r} e^{m r} \tag{5.84}
\end{equation*}
$$

it is found that $m$ satisfies

$$
\begin{equation*}
4 a_{2} m^{4}+2 a_{1} m^{2}+a_{0}=0 \tag{5.85}
\end{equation*}
$$

thus the general solution is a four-parameter family of solutions

$$
\begin{equation*}
h^{00}(r)=1-\frac{2 \kappa}{a_{0}} T^{00}+\frac{1}{r} \sum_{i=1}^{4} c_{i} e^{m_{i} r} \tag{5.86}
\end{equation*}
$$

where the $m_{i}$ are the roots of Eq. (5.85).

$$
\begin{equation*}
m_{i}=\frac{(-1)^{i}}{2} \sqrt{-\frac{a_{1}+(-1)^{i} \sqrt{a_{1}^{2}-4 a_{0} a_{2}}}{a_{2}}} \tag{5.87}
\end{equation*}
$$

for $i=1, \ldots, 4$.
In this situation, like GR, $f(R)$ gravity must take the same predictions as Newtonian theory, and it is possible to find the constants according to the gravitational conditions at the weak fields, for example the Newtonian laws of motion. In fact, as GR represents a particular case of $f(R)$, Newtonian gravity is expected to be a limiting case of $f(R)$.


Figure 5.5. Perturbation tensor behaviour as a function of $r$ and of parameters $a_{0}$ and $a_{2}$ : (a) $a_{0}=0.01$ and (b) $a_{2}=0.01$. In both graphs the other constants were taken as 1 and $T=0$. It is shown that $h$ oscillates with decreasing amplitude as the radius vector increases as expected due the flat asymptoticity of the potential.


## THE NoETHER CHARGE AND THE BH ENTROPY

Of course, the aim of this work is not going into detail about the particularities of deriving the laws of Thermodynamics in General Relativity, so they only will be mentioned in the next section due to their great importance for the thesis and because the objectives are directed towards the generalization of these laws in the $f(R)$ theory.

### 6.1 Laws of Black Hole Thermodynamics in GR

The research in the BH theory at the beginning of 70's brought an important change in the understanding of GR, on the one hand, at classical level the gravitational behaviour of BH obeyed laws that had a mathematically similarity with the usual laws of thermodynamic, and on the other, it was discussed by Bekenstein[19, 20] from the point of view of information theory the concept of black-hole entropy and was showed by Hawking [76, 79] that BH radiated as black bodies, that was a surprising quantum effect not expected within the GR framework, opening a very intriguing relationship between GR, Thermodynamics and Quantum Mechanics.
This issue arises to consider that, as is usual in Thermodynamics for a thermal system, the properties as entropy, temperature and energy are obtained from the statistical mechanics of its microstates, that is, from its intrinsic quantum nature, but for BH Thermodynamics, these quantities are given in terms of the gravitational characteristics of the BH , the surface gravity $\kappa_{s}$, related to the Hawking temperature

$$
\begin{equation*}
T=\frac{\kappa_{s}}{2 \pi} \tag{6.1}
\end{equation*}
$$

and in terms of the area of the event horizon $A_{H}$, related to the entropy by

$$
\begin{equation*}
S=\frac{A_{H}}{4 G} . \tag{6.2}
\end{equation*}
$$

Since the first works of Hawking and Bekenstein, the relations between temperature of the BH and its surface gravity Ec. (6.1), and between its entropy and area (6.2), have aroused much interest in the scientific community and there has been an enormous research in the thermodynamics of the BH , summarized in the following statements.
For a stationary BH, with energy $E=M$, angular momentum $J$, charge $Q$, and described with a metric asymptotically flat, the four laws of thermodynamics[15] are as follows

0 . The surface gravity is constant over the event horizon

$$
\begin{equation*}
\delta \kappa_{s}={ }^{H} 0 \tag{6.3}
\end{equation*}
$$

1. The change in energy $d E$ induced by small changes in $\delta A, \delta J$ and $\delta Q$, when a BH varies from one stationary state to another is

$$
\begin{equation*}
\delta E=\frac{\kappa}{8 \pi G} \delta A_{H}+\Omega \delta J+\Phi \delta Q, \tag{6.4}
\end{equation*}
$$

where $\Omega$ and $\Phi$ are the angular velocity and electrostatic potential at the horizon.
2. The area of the event horizon of a BH never decreases

$$
\begin{equation*}
\delta A_{H} \geq 0 . \tag{6.5}
\end{equation*}
$$

3. It is impossible to reach $\kappa=0$ with a finite number of steps, which means that it is not possible that exists a BH without surface gravity.

Black Holes in GR obey the Laws of Thermodynamics, classically they absorb everything and do not emit anything, so their absolute temperature is zero [192], which is not true in quantum theory since the Hawking radiation implies that they radiate with a perfect thermal spectrum and therefore decreasing the size of the BH by evaporation, even disappearing [80, 81]. This effect must be compensated by quantum fluctuations in order to maintain the second law of the Black Holes correct. In this regard, a fundamental achievement of any theory must be linked to quantum mechanics through explaining the entropy and temperature of a BH, however despite the greats advances it is a major problem that has not yet been explained at all, which constitutes a big goal to be reached for any theory of modified gravity as $f(R)$.

### 6.2 Noether charge

Classical field theory relates the physical fields, $\phi$, to matter through the Field Equations, which are obtained from the critical points of an action $S$, expressed as an integral of a Lagrange density evaluated over the $n$-dimensional space

$$
\begin{equation*}
I=\int d^{n} x \mathscr{L} . \tag{6.6}
\end{equation*}
$$

We assume a gravitational Lagrangian density defined over a manifold $M$ in a local coordinate system $x_{1}, \ldots, x_{d}$, that depends on the Lorentz signature metric $g_{\mu \nu}$ and other dynamical fields $\psi$, which we will refer simply as $\phi=\left(g_{\mu v}, \psi\right)$.

$$
\begin{equation*}
\mathscr{L}=\mathscr{L}\left(g_{\alpha \beta}, R_{\alpha \beta \mu v}, R_{\alpha \beta \mu v ; \sigma_{1}}, \ldots, R_{\alpha \beta \mu v ;\left(\sigma_{1}, \ldots, \sigma_{m}\right)}, \psi, \psi_{; \sigma_{1}}, \ldots, \psi_{;\left(\sigma_{1}, \ldots, \sigma_{n}\right)}\right), \tag{6.7}
\end{equation*}
$$

a first variation of the Lagrangian with respect to a some parameter such that $\phi=\phi(\lambda)$, gives

$$
\begin{array}{r}
\delta \mathscr{L}=\frac{\partial \mathscr{L}}{\partial g_{\alpha \beta}} \delta g_{\alpha \beta}+\frac{\partial \mathscr{L}}{\partial R_{\alpha \beta \mu v}} \delta R_{\alpha \beta \mu v}+\frac{\partial \mathscr{L}}{\partial R_{\alpha \beta \mu v ; \sigma_{1}}} \delta R_{\alpha \beta \mu v ; \sigma_{1}}+\cdots+\frac{\partial \mathscr{L}}{\partial R_{\alpha \beta \mu v ;\left(\sigma_{1}, \ldots, \sigma_{m}\right)}} \delta R_{\alpha \beta \mu v ;\left(\sigma_{1}, \ldots, \sigma_{m}\right)+}+  \tag{6.8}\\
\frac{\partial \mathscr{L}}{\partial \psi} \delta \psi+\frac{\partial \mathscr{L}}{\partial \psi_{; \sigma_{1}}} \delta \psi_{; \sigma_{1}}+\cdots+\frac{\partial \mathscr{L}}{\partial \psi_{;\left(\sigma_{1}, \ldots, \sigma_{n}\right)}} \delta \psi_{;\left(\sigma_{1}, \ldots, \sigma_{n}\right) .}
\end{array}
$$

We want to express this variation as a linear sum over the dynamical fields $\phi$ plus the exterior derivative of a differential $(n-1)$-form $\tilde{\theta}$, known in the literature as the symplectic potential ${ }^{1}$

$$
\begin{equation*}
\delta \mathscr{L}=A^{\alpha \beta} \delta g_{\alpha \beta}+B^{\alpha \beta \mu v} \delta R_{\alpha \beta \mu v}+C \delta \psi+d \tilde{\theta} \tag{6.9}
\end{equation*}
$$

where $d \tilde{\theta}$ is understood by the exterior derivative, i.e., in a coordinate system, $\tilde{\theta}_{; \mu}^{\mu}$. To accomplish this objective we write the symmetrized covariant derivative of the Riemann tensor [47]

$$
\begin{align*}
R_{\alpha \beta \mu v ;\left(\sigma_{1}, \ldots, \sigma_{m}\right)} & =\frac{1}{m!}\left(R_{\alpha \beta \mu v ; \sigma_{1} \ldots \sigma_{m}}+\text { sum over permutations of indices } \sigma_{1} \ldots \sigma_{m}\right) \\
& =\frac{1}{m!}\left(R_{\alpha \beta \mu v, \sigma_{1} \ldots \sigma_{m}}+R_{\alpha \beta \mu v, \sigma_{m} \sigma_{1} \ldots \sigma_{m-1}}+\cdots\right) \\
& =\frac{1}{m!}\left(R_{\alpha \beta \mu v, \sigma_{1} \ldots \sigma_{m}} m!+\text { terms proportional to } g_{\alpha \beta}\right) \\
& =R_{\alpha \beta \mu v, \sigma_{1} \ldots \sigma_{m}}+\text { terms proportional to } g_{\alpha \beta}, \tag{6.10}
\end{align*}
$$

thus, the variation of this tensor could be written as

$$
\begin{aligned}
\delta R_{\alpha \beta \mu v ;\left(\sigma_{1} \ldots \sigma_{m}\right)} & =\delta R_{\alpha \beta \mu v, \sigma_{1} \ldots \sigma_{m}}+\text { terms proportional to } \delta g_{\alpha \beta} \\
& =\left(\delta R_{\alpha \beta \mu v, \sigma_{2} \ldots \sigma_{m}}\right)_{, \sigma_{1}}+\Gamma_{\alpha \sigma_{1}}^{\rho} \delta R_{\rho \beta \mu v, \sigma_{2} \ldots \sigma_{m}}-\Gamma_{\alpha \sigma_{1}}^{\rho} \delta R_{\rho \beta \mu v, \sigma_{2} \ldots \sigma_{m}}+\cdots \\
& =\left(\delta R_{\alpha \beta \mu v, \sigma_{2} \ldots \sigma_{m}}\right)_{; \sigma_{1}}+\text { terms proportional to } \delta g_{\alpha \beta} \\
& =\left(\delta R_{\alpha \beta \mu v ; \sigma_{2} \ldots \sigma_{m}}+\Gamma_{\alpha \sigma_{m}}^{\rho} \delta R_{\rho \beta \mu v ; \sigma_{2} \ldots \sigma_{m-1}}+\cdots\right)_{; \sigma_{1}}+\text { terms proportional to } \delta g_{\alpha \beta} \\
& =\left(\delta R_{\alpha \beta \mu v ; \sigma_{2} \ldots \sigma_{m}}\right)_{; \sigma_{1}}+\text { terms proportional to } g_{\alpha \beta} \text { and } \delta g_{\alpha \beta},
\end{aligned}
$$

[^8]and multiplying by the partial derivative of the Lagrangian density to construct the typical term $\frac{\delta \mathscr{L}}{\partial R_{\alpha \beta \mu v ;\left(\sigma_{1} \ldots \sigma_{m}\right)}} \delta R_{\alpha \beta \mu v ;\left(\sigma_{1} \ldots \sigma_{m}\right)}=\frac{\delta \mathscr{L}}{\partial R_{\alpha \beta \mu v ;\left(\sigma_{1} \ldots \sigma_{m}\right)}}\left(\delta R_{\alpha \beta \mu v ; \sigma_{2} \ldots \sigma_{m}}\right)_{; \sigma_{1}}+$ terms prop to $g_{\alpha \beta}$ and $\delta g_{\alpha \beta}$ $=\left(\frac{\delta \mathscr{L}}{\partial R_{\alpha \beta \mu v ;\left(\sigma_{1} \ldots \sigma_{m}\right)}} \delta R_{\alpha \beta \mu v ; \sigma_{2} \ldots \sigma_{m}}\right)_{; \sigma_{1}}-\left(\frac{\delta \mathscr{L}}{\partial R_{\alpha \beta \mu v ;\left(\sigma_{1} \ldots \sigma_{m}\right)}}\right)_{; \sigma_{1}} \delta R_{\alpha \beta \mu v ; \sigma_{2} \ldots \sigma_{m}}$ + terms prop to $g_{\alpha \beta}$ and $\delta g_{\alpha \beta}$
\[

$$
\begin{equation*}
=(-1)^{m}\left(\frac{\delta \mathscr{L}}{\left.\partial R_{\alpha \beta \mu v ;\left(\sigma_{1} \ldots \sigma_{m}\right)}\right)}\right)_{; \sigma_{m} \ldots \sigma_{1}} \delta R_{\alpha \beta \mu \nu}+\text { terms prop to } g_{\alpha \beta} \text { and } \delta g_{\alpha \beta} \text {, } \tag{6.19}
\end{equation*}
$$

\]

in which the last line has been found by doing the same procedure iteratively $m$ times. The variation of the Lagrangian Eq. (6.8), then is

$$
\delta \mathscr{L}=\frac{\partial \mathscr{L}}{\partial g_{\alpha \beta}} \delta g_{\alpha \beta}+\left[\frac{\partial \mathscr{L}}{\partial R_{\alpha \beta \mu v}}-\left(\frac{\partial \mathscr{L}}{\partial R_{\alpha \beta \mu v ; \sigma_{1}}}\right)_{; \sigma_{1}}+\cdots+(-1)^{m}\left(\frac{\delta \mathscr{L}}{\partial R_{\alpha \beta \mu v ;\left(\sigma_{1} \ldots \sigma_{m}\right)}}\right)_{; \sigma_{m} \ldots \sigma_{1}}\right] \delta R_{\alpha \beta \mu v}+
$$

$$
\begin{equation*}
\left[\frac{\partial \mathscr{L}}{\partial \psi}-\left(\frac{\partial \mathscr{L}}{\partial \psi ; \sigma_{1}}\right)_{; \sigma_{1}}+\cdots+(-1)^{n}\left(\frac{\delta \mathscr{L}}{\partial \psi ;\left(\sigma_{1} \ldots \sigma_{n}\right)}\right)_{; \sigma_{n} \ldots \sigma_{1}}\right] \delta \psi+\text { terms prop to } g_{\alpha \beta} \text { and } \delta g_{\alpha \beta} \tag{6.13}
\end{equation*}
$$

In this way it is possible to determine the tensors that appear in Eq. (6.9)

$$
\begin{equation*}
A^{\alpha \beta}=\frac{\partial \mathscr{L}}{\partial g_{\alpha \beta}}, \tag{6.14}
\end{equation*}
$$

$$
\begin{gather*}
B^{\alpha \beta \mu v}=\frac{\partial \mathscr{L}}{\partial R_{\alpha \beta \mu v}}-\left(\frac{\partial \mathscr{L}}{\partial R_{\alpha \beta \mu v ; \sigma_{1}}}\right)_{; \sigma_{1}}+\cdots+(-1)^{m}\left(\frac{\delta \mathscr{L}}{\partial R_{\alpha \beta \mu v ;\left(\sigma_{1} \ldots \sigma_{m}\right)}}\right)_{; \sigma_{m} \ldots \sigma_{1}}  \tag{6.15}\\
C=\frac{\partial \mathscr{L}}{\partial \psi}-\left(\frac{\partial \mathscr{L}}{\partial \psi_{; \sigma_{1}}}\right)_{; \sigma_{1}}+\cdots+(-1)^{n}\left(\frac{\delta \mathscr{L}}{\partial \psi_{;\left(\sigma_{1} \ldots \sigma_{n}\right)}}\right)_{; \sigma_{n} \ldots \sigma_{1}} \tag{6.16}
\end{gather*}
$$

Notice that the principle of least action implies that equations of motion of the theory are found when $A^{\alpha \beta}=0, B^{\alpha \beta \mu \nu}=0$ and $C=0$.

We can construct an antisymmetrized quantity derived from the symplectic potential by taking the mixed partial derivatives of the Lagrangian variation (6.9), with respect two parameters $\left(\lambda_{1}, \lambda_{2}\right)$, that is

$$
\begin{array}{r}
\delta_{2} \delta_{1} \mathscr{L}=\delta_{2} A^{\alpha \beta} \delta_{1} g_{\alpha \beta}+A^{\alpha \beta} \delta_{2} \delta_{1} g_{\alpha \beta}+\delta_{2} B^{\alpha \beta \mu v} \delta_{1} R_{\alpha \beta \mu v}+B^{\alpha \beta \mu v} \delta_{2} \delta_{1} R_{\alpha \beta \mu v}+\delta_{2} C \delta_{1} \psi+ \\
C \delta_{2} \delta_{1} \psi+\delta_{2} d \tilde{\theta}_{1} \tag{6.17}
\end{array}
$$

and subtracting the two partial derivatives

$$
\begin{equation*}
0=\delta_{2} A^{\alpha \beta} \delta_{1} g_{\alpha \beta}-\delta_{1} A^{\alpha \beta} \delta_{2} g_{\alpha \beta}+\delta_{2} B^{\alpha \beta \mu v} \delta_{1} R_{\alpha \beta \mu v}-\delta_{1} B^{\alpha \beta \mu v} \delta_{2} R_{\alpha \beta \mu v}+\delta_{2} C \delta_{1} \psi-\delta_{1} C \delta_{2} \psi+d \tilde{\omega}, \tag{6.18}
\end{equation*}
$$

where it is defined the symplectic current $\tilde{\omega}$ as

$$
\begin{equation*}
\tilde{\omega}\left(\phi, \delta_{1} \phi, \delta_{2} \phi\right)=\delta_{2} \tilde{\theta}\left(\phi, \delta_{1} \phi\right)-\delta_{1} \tilde{\theta}\left(\phi, \delta_{2} \phi\right), \tag{6.19}
\end{equation*}
$$

It is worth noting that on shell

$$
\begin{equation*}
d \tilde{\omega}=0 \tag{6.20}
\end{equation*}
$$

which allows us to relate the symplectic current with a ( $n-2$ )-form $\tilde{\Omega}\left(\phi, \delta_{1} \phi, \delta_{2} \phi\right)$, called the pre-symplectic form, by

$$
\begin{equation*}
\tilde{\omega}=d \tilde{\Omega} . \tag{6.21}
\end{equation*}
$$

### 6.3 Noether current

Now, from the symplectic potential it is defined the Noether density current

$$
\begin{equation*}
\mathscr{J}=\tilde{\theta}-\imath_{\xi} \mathscr{L} \tag{6.22}
\end{equation*}
$$

which, of course, is a symplectic ( $n-1$ )-form, and where $\imath_{\xi} \mathscr{L}$ is the interior product ${ }^{2}$ of the lagrangian density and the infinitesimal generator of the symmetries, i.e. the killing vector field $\xi^{\mu}$. Note that when equations of motion are satisfied the symplectic character of this form is tangible through its closedness, $d \mathscr{J}=0$, which can be seen by the divergence

$$
\begin{align*}
\mathscr{L}_{; \mu}^{\mu} & =\tilde{\theta}_{; \mu}^{\mu}-\xi^{\mu} \mathscr{L}_{; \mu} \\
& =\delta \mathscr{L}-A^{\alpha \beta} \delta g_{\alpha \beta}-B^{\alpha \beta \mu v} \delta R_{\alpha \beta \mu v}-C \delta \psi-\xi^{\mu} \mathscr{L}_{; \mu} \tag{6.23}
\end{align*}
$$

and knowing that for a diffeomorphism covariant lagrangian the infinitesimal gauge transformations implies

$$
\begin{equation*}
\mathfrak{L}_{\xi} \mathscr{L}(\phi)=\frac{\partial \mathscr{L}}{\partial \phi} \mathfrak{L}_{\xi} \phi \tag{6.24}
\end{equation*}
$$

where $\mathfrak{L}_{\xi}$ is the Lie derivative along the vector field $\xi^{\mu}$ on $M$, and

$$
\begin{equation*}
\delta \phi=\mathfrak{L}_{\xi} \phi=\xi^{\mu} \phi_{, \mu}, \tag{6.25}
\end{equation*}
$$

then

$$
\begin{align*}
\delta \mathscr{L} & =\frac{\partial \mathscr{L}}{\partial \phi} \delta \phi \\
& =\frac{\partial \mathscr{L}}{\partial \phi} \mathfrak{L}_{\xi} \phi \\
& =\mathfrak{L}_{\xi} \mathscr{L} \\
& =\xi^{\mu} \mathscr{L}_{; \mu}, \tag{6.26}
\end{align*}
$$

therefore the Noether current density results

$$
\begin{equation*}
\mathscr{J}_{; \mu}^{\mu}=-A^{\alpha \beta} \delta g_{\alpha \beta}-B^{\alpha \beta \mu v} \delta R_{\alpha \beta \mu v}-C \delta \psi, \tag{6.27}
\end{equation*}
$$

[^9]hence the Noether current is conserved on shell, which means that it can be expressed as
\[

$$
\begin{equation*}
\mathscr{J}=d \mathscr{Q} \tag{6.28}
\end{equation*}
$$

\]

that is, it could be expressed as the divergence of a second rank tensor quantity, $\mathscr{Q}^{(\mu \nu)}$, similarly called the Noether charge, so

$$
\begin{equation*}
\mathscr{J}^{\mu}=\mathscr{Q}_{; v}^{\mu v} \tag{6.29}
\end{equation*}
$$

Using the identity

$$
\begin{equation*}
\mathfrak{L}_{\xi} \theta=\iota_{\xi} d \theta+d\left(\iota_{\xi} \theta\right) \tag{6.30}
\end{equation*}
$$

it is possible to write the variation (on shell) of the current density as

$$
\begin{align*}
\delta \mathscr{J} & =\delta \tilde{\theta}-\imath_{\xi} \delta \mathscr{L} \\
& =\delta \tilde{\theta}-\imath_{\xi} d \tilde{\theta} \\
& =\delta \tilde{\theta}-\mathfrak{L}_{\xi} \tilde{\theta}+d\left(\iota_{\xi} \tilde{\theta}\right), \tag{6.31}
\end{align*}
$$

and noting that $\mathfrak{L}_{\xi} \theta=\delta \theta$, the symplectic current, Eq. (6.19), can be written as

$$
\begin{equation*}
\tilde{\omega}\left(\phi, \mathfrak{L}_{\xi} \tilde{\theta}, \delta \tilde{\theta}\right)=\delta \tilde{\theta}(\phi)-\mathfrak{L}_{\xi} \tilde{\theta}(\phi) \tag{6.32}
\end{equation*}
$$

thus the variation of the Noether current could be written as

$$
\begin{equation*}
\delta \mathscr{J}=\tilde{\omega}\left(\phi, \mathfrak{L}_{\xi} \tilde{\theta}, \delta \tilde{\theta}\right)+d\left(\iota_{\xi} \tilde{\theta}\right) . \tag{6.33}
\end{equation*}
$$

In spite of the notation we have used so far, from now on we will use the scalar and tensor quantities related to their corresponding densities by [70],

$$
\begin{equation*}
L=\frac{1}{\sqrt{-g}} \mathscr{L} \tag{6.34}
\end{equation*}
$$

$$
\begin{equation*}
j^{\mu}=\frac{1}{\sqrt{-g}} \mathscr{J}^{\mu} \tag{6.35}
\end{equation*}
$$

$$
\begin{equation*}
Q^{\mu v}=\frac{1}{\sqrt{-g}} \mathscr{Q}^{\mu v} \tag{6.36}
\end{equation*}
$$

and in the same way to $(\tilde{\theta}, \tilde{\omega}, \tilde{\Omega}) \rightarrow(\theta, \omega, \Omega)$. With this quantities the Noether charge is

$$
\begin{equation*}
j=d Q \tag{6.37}
\end{equation*}
$$

and its variation

$$
\begin{equation*}
\delta j=\omega\left(\phi, \mathfrak{L}_{\xi} \theta, \delta \theta\right)+d\left(\imath_{\xi} \theta\right) \tag{6.38}
\end{equation*}
$$

integrating on an asymptotically flat surface $\Sigma$, with boundary $\partial \Sigma$,

$$
\begin{align*}
\int_{\Sigma} \delta j & =\int_{\Sigma} \omega\left(\phi, \mathfrak{L}_{\xi} \theta, \delta \theta\right)+\int_{\Sigma} d\left(\iota_{\xi} \theta\right) \\
& =\int_{\partial \Sigma} \Omega\left(\phi, \mathfrak{L}_{\xi} \theta, \delta \theta\right)+\int_{\partial \Sigma} \iota_{\xi} \theta \tag{6.39}
\end{align*}
$$

where Eq. (6.19) and the Stokes theorem

$$
\begin{equation*}
\int_{\Sigma} d\left(\iota_{\xi} \theta\right)=\int_{\partial \Sigma} \iota_{\xi} \theta \tag{6.40}
\end{equation*}
$$

have been considered on both terms of the right side of the equation. At this point stands out the importance of defining the Hamiltonian of the system associated to the symplectic current, since interior product can be considered as an antiderivation, from Eq. (B.1)

$$
\begin{equation*}
d H=\imath_{X_{H}} \omega, \tag{6.41}
\end{equation*}
$$

allows to write a variation of the Hamiltonian in terms of the pre-symplectic form

$$
\begin{equation*}
\delta H=\int_{\partial \Sigma} \Omega\left(\phi, \mathfrak{L}_{\xi} \theta, \delta \theta\right) \tag{6.42}
\end{equation*}
$$

thus Eq. (6.39) implies that Noether current, together the boundary term $\int_{\partial \Sigma} l_{\xi} \theta$, are part of the Hamiltonian

$$
\begin{equation*}
\delta H=\delta \int_{\Sigma} j-\int_{\partial \Sigma} l \xi \theta, \tag{6.43}
\end{equation*}
$$

this equation could be written in a simpler way if we assuming there is a $(n-1)$-form, $\Theta$, that satisfies

$$
\begin{equation*}
\delta \int_{\partial \Sigma} l_{\xi} \Theta=\int_{\partial \Sigma} l_{\xi} \theta \tag{6.44}
\end{equation*}
$$

then, Hamiltonian associated to the dynamics imposed for $\xi^{\mu}$, is

$$
\begin{equation*}
H=\int_{\Sigma} j-\int_{\partial \Sigma} l_{\xi} \Theta \tag{6.45}
\end{equation*}
$$

and by the definition of charge and the Stokes theorem again,

$$
\begin{align*}
H & =\int_{\Sigma} d Q-\int_{\partial \Sigma} \imath \xi \Theta \\
& =\int_{\partial \Sigma}(Q-\imath \xi \Theta) . \tag{6.46}
\end{align*}
$$

Let us suppose a Black Hole solution in a stationary but non static and asymptotically flat spacetime $\Sigma$, whose the two-dimensional boundary $\partial \Sigma$ is given by surface $\partial \mathfrak{B}$ describing the event horizon and $\partial \Sigma_{\infty}$ describing the spatial infinity [70]. The event horizon is described by a killing vector field written as a linear combination of the vector field $\xi_{(t)}^{\mu}$ associated to time translations at infinity and a rotational vector field $\xi_{(\phi)}^{\mu}$, i.e.

$$
\begin{equation*}
\xi^{\mu}=\xi_{t}^{\mu}+\Omega_{H} \xi_{\phi}^{\mu} \tag{6.47}
\end{equation*}
$$

where $\Omega_{H}$ is the constant angular velocity of the horizon. From these Killing vector fields we can now define a canonical energy $E$ corresponding to time translation and associated to the value of the Hamiltonian, as

$$
\begin{equation*}
E=\int_{\partial \Sigma_{\infty}}\left(Q\left[\xi_{(t)}\right]-\iota_{\xi(t)} \Theta\right) \tag{6.48}
\end{equation*}
$$

and in the same way it is defined the canonical angular momentum associated to the asymptotic rotation

$$
\begin{equation*}
J=-\int_{\partial \Sigma_{\infty}}\left(Q\left[\xi_{(\phi)}\right]-\iota_{(\phi)} \Theta\right), \tag{6.49}
\end{equation*}
$$

where in both definitions it has been taken into account that on $\partial \mathfrak{B}, \xi^{\mu}=0$, moreover the surface boundary $\partial \Sigma$ is chosen in such a way that the asymptotic rotation $\xi_{(\phi)}^{\mu}$ is tangent to it, so that $\iota_{\xi_{(\phi)}} \Theta$ does not contribute to the total angular momentum, thus

$$
\begin{equation*}
J=-\int_{\partial \Sigma_{\infty}} Q\left[\xi_{(\phi)}\right] . \tag{6.50}
\end{equation*}
$$

From the before definitions it is possible to found a similar expression for the First Law, if we assume that $\delta H=0$, Eq. (6.43) becomes

$$
\begin{equation*}
\delta \int_{\Sigma} j=\int_{\partial \Sigma} \iota \xi \theta \tag{6.51}
\end{equation*}
$$

replacing the Noether current by the charge, Eq. (6.29) and using the Stokes Theorem

$$
\begin{equation*}
\delta \int_{\partial \Sigma} Q[\xi]=\int_{\partial \Sigma} \imath \xi \theta, \tag{6.52}
\end{equation*}
$$

and the killing vector field (6.47)

$$
\begin{align*}
\delta \int_{\partial \Sigma} Q & =\int_{\partial \Sigma} \iota_{\xi_{t}} \theta+\Omega_{H} \int_{\partial \Sigma} \iota_{\xi_{\phi}} \theta \\
\delta \int_{\partial \Sigma_{\infty}} Q-\delta \int_{\partial \mathfrak{B}} Q & =\int_{\partial \Sigma_{\infty}} \imath_{\xi_{t}} \theta+\Omega_{H} \int_{\partial \Sigma_{\infty}} l_{\xi_{\phi}} \theta \tag{6.53}
\end{align*}
$$

assuming that Noether charge is a linear mapping, that is

$$
\begin{equation*}
Q\left[\xi_{t}+\Omega_{H} \xi_{\phi}\right]=Q\left[\xi_{t}\right]+\Omega_{H} Q\left[\xi_{\phi}\right] \tag{6.54}
\end{equation*}
$$

rearranging some terms and noting that by Eq. (6.52) and Eq. (6.44)

$$
\begin{align*}
\delta \int_{\partial \mathfrak{B}} Q[\xi] & =\delta \int_{\partial \Sigma_{\infty}} Q\left[\xi_{t}+\Omega_{H} \xi_{\phi}\right]-\delta \int_{\partial \Sigma_{\infty}} \iota_{\xi_{t}} \Theta-\Omega_{H} \delta \int_{\partial \Sigma_{\infty}} \xi_{\xi_{\phi}} \Theta \\
& =\delta \int_{\partial \Sigma_{\infty}} Q\left[\xi_{t}\right]+\Omega_{H} \delta \int_{\partial \Sigma_{\infty}} Q\left[\xi_{\phi}\right]-\delta \int_{\partial \Sigma_{\infty}} l \xi_{t} \Theta-\Omega_{H} \delta \int_{\partial \Sigma_{\infty}} \iota \xi_{\phi} \Theta, \tag{6.55}
\end{align*}
$$

thus by the definitions of energy (6.48) and (6.49)

$$
\begin{equation*}
\delta E=\delta \int_{\partial \mathfrak{B}} Q[\xi]+\Omega_{H} \delta J \tag{6.56}
\end{equation*}
$$

this expression shows that a small change in energy is produced by variations of the Noether charge along the event horizon and variations of the angular momentum, resembling the first law of the Black Hole Thermodynamics, Eq. (6.4), describing changes from stationary states induced only by entropy $\delta S$ and angular momentum $\delta J$, that is

$$
\begin{equation*}
\delta E=\frac{\kappa_{s}}{2 \pi} \delta S+\Omega_{H} \delta J \tag{6.57}
\end{equation*}
$$

whose correspondence leads to

$$
\begin{equation*}
\int_{\partial \mathfrak{B}} Q[\xi]=\frac{\kappa_{s}}{2 \pi} S \tag{6.58}
\end{equation*}
$$

note that the denominator should have a constant $G$ which is set to 1 because of the choice of the system of natural units. Relation (6.58) is an outstanding result demonstrating that Noether charge is a measure of the Black Hole entropy at the event horizon.

This theory is described below applied to the more general case of $f(R)$ gravity and in Appendix D to General Relativity.

### 6.4 Modified gravity

Modified Lagrangian density

$$
\begin{equation*}
\mathscr{L}\left(g_{\alpha \beta}, R, T_{\alpha \beta}\right)=\frac{1}{2 \kappa} \mathscr{L}_{f}+\mathscr{L}_{\text {matter }} \tag{6.59}
\end{equation*}
$$

where $\mathscr{L}_{\text {matter }}=\mathscr{L}_{m}\left(T_{\alpha \beta}\right)$, the constant $\kappa=8 \pi G$, and the modified Lagrangian density is defined in a similar way of the Einstein-Hilbert density

$$
\begin{equation*}
\mathscr{L}_{f}=\mathscr{L}_{f}\left(g_{\alpha \beta}, R\right)=\sqrt{-g} f(R) \tag{6.60}
\end{equation*}
$$

The first variation of this Lagrangian is

$$
\begin{align*}
\delta \mathscr{L}_{f} & =\frac{\partial \mathscr{L}_{f}}{\partial g^{\alpha \beta}} \delta g^{\alpha \beta}+F \frac{\partial \mathscr{L}_{f}}{\partial f} \delta R \\
& =\frac{\partial \mathscr{L}_{f}}{\partial g^{\alpha \beta}} \delta g^{\alpha \beta}+F \frac{\partial \mathscr{L}_{H}}{\partial f} R_{\alpha \beta} \delta g^{\alpha \beta}+F \frac{\partial \mathscr{L}_{f}}{\partial f} g^{\alpha \beta} \delta R_{\alpha \beta} \\
& =\frac{\partial \mathscr{L}_{f}}{\partial g^{\alpha \beta}} \delta g^{\alpha \beta}+F \frac{\partial \mathscr{L}_{f}}{\partial f} R_{\alpha \beta} \delta g^{\alpha \beta}+F \frac{\partial \mathscr{L}_{f}}{\partial f}\left[g_{\alpha \beta} g^{\mu v}\left(\delta g^{\alpha \beta}\right)_{; \mu v}-\left(\delta g^{\alpha \beta}\right)_{; \alpha \beta}\right] \tag{6.61}
\end{align*}
$$

where $f=f(R)$,

$$
\begin{equation*}
F=F(R)=\frac{d f(R)}{d R} \tag{6.62}
\end{equation*}
$$

and it has been used the variation of the Ricci scalar, Eq. (A.17). So, applying the method proposed by Wald [191], and described by the decomposition of the Lagrangian partial derivatives using
the chain rule in Eq. (6.11)

$$
\begin{align*}
F \frac{\partial \mathscr{L}_{f}}{\partial f}\left(\delta g^{\alpha \beta}\right)_{; \alpha \beta} & =\left[F \frac{\partial \mathscr{L}_{f}}{\partial f}\left(\delta g^{\alpha \beta}\right)_{; \alpha}\right]_{; \beta}-\left(F \frac{\partial \mathscr{L}_{f}}{\partial f}\right)_{; \beta}\left(\delta g^{\alpha \beta}\right)_{; \alpha} \\
& =\left[F \frac{\partial \mathscr{L}_{f}}{\partial f}\left(\delta g^{\alpha \beta}\right)_{; \alpha}\right]_{; \beta}-\left[\left(F \frac{\partial \mathscr{L}_{f}}{\partial f}\right)_{; \beta} \delta g^{\alpha \beta}\right]_{; \alpha}+\left(F \frac{\partial \mathscr{L}_{f}}{\partial f}\right)_{; \beta \alpha} \delta g^{\alpha \beta}, \tag{6.63}
\end{align*}
$$

thus

$$
\begin{align*}
\delta \mathscr{L}_{f}= & \frac{\partial \mathscr{L}_{f}}{\partial g^{\alpha \beta}} \delta g^{\alpha \beta}+F \frac{\partial \mathscr{L}_{f}}{\partial f} R_{\alpha \beta} \delta g^{\alpha \beta}+g_{\alpha \beta} g^{\mu v}\left[F \frac{\partial \mathscr{L}_{f}}{\partial f}\left(\delta g^{\alpha \beta}\right)_{; \mu}\right]_{; v}-g_{\alpha \beta} g^{\mu v}\left[\left(F \frac{\partial \mathscr{L}_{f}}{\partial f}\right)_{; v} \delta g^{\alpha \beta}\right]_{; \mu}+ \\
& g_{\alpha \beta} g^{\mu v}\left(F \frac{\partial \mathscr{L}_{f}}{\partial f}\right)_{; v \mu} \delta g^{\alpha \beta}-\left[F \frac{\partial \mathscr{L}_{f}}{\partial f}\left(\delta g^{\alpha \beta}\right)_{; \alpha}\right]_{; \beta}+\left[F\left(\frac{\partial \mathscr{L}_{f}}{\partial f}\right)_{; \beta} \delta g^{\alpha \beta}\right]_{; \alpha}-\left(F \frac{\partial \mathscr{L}_{f}}{\partial f}\right)_{; \beta \alpha} \delta g^{\alpha \beta} \\
= & {\left[\frac{\partial \mathscr{L}_{f}}{\partial g^{\alpha \beta}}+F \frac{\partial \mathscr{L}_{f}}{\partial f} R_{\alpha \beta}+g_{\alpha \beta} g^{\mu v}\left(F \frac{\partial \mathscr{L}_{f}}{\partial f}\right)_{; v \mu}-\left(F \frac{\partial \mathscr{L}_{f}}{\partial f}\right)_{; \beta \alpha}\right] \delta g^{\alpha \beta}+g_{\alpha \beta} g^{\mu v}\left[F \frac{\partial \mathscr{L}_{f}}{\partial f}\left(\delta g^{\alpha \beta}\right)_{; \mu}\right]_{; v} } \\
& -g_{\alpha \beta} g^{\mu v}\left[\left(F \frac{\partial \mathscr{L}_{f}}{\partial f}\right)_{; v} \delta g^{\alpha \beta}\right]_{; \mu}-\left[F \frac{\partial \mathscr{L}_{f}}{\partial f}\left(\delta g^{\alpha \beta}\right)_{; \alpha}\right]_{; \beta}+\left[\left(F \frac{\partial \mathscr{L}_{f}}{\partial f}\right)_{; \beta} \delta g^{\alpha \beta}\right]_{; \alpha} \tag{6.64}
\end{align*}
$$

covariant derivative of the partial derivative of this Lagrangian with respect to $f(R)$ function gives

$$
\begin{align*}
\left(F \frac{\partial \mathscr{L}_{f}}{\partial f}\right)_{; \mu} & =F_{; \mu} \frac{\partial \mathscr{L}_{f}}{\partial f}+F\left(\frac{\partial \mathscr{L}_{f}}{\partial f}\right)_{; \mu} \\
& =F_{; \mu} \frac{\partial \mathscr{L}_{f}}{\partial f} \tag{6.65}
\end{align*}
$$

hence the variation results

$$
\begin{array}{r}
\delta \mathscr{L}_{f}=\left[\frac{\partial \mathscr{L}_{f}}{\partial g^{\alpha \beta}}+F \frac{\partial \mathscr{L}_{f}}{\partial f} R_{\alpha \beta}+g_{\alpha \beta} g^{\mu v} F_{; v \mu} \frac{\partial \mathscr{L}_{f}}{\partial f}-F_{; \beta \alpha} \frac{\partial \mathscr{L}_{f}}{\partial f}\right] \delta g^{\alpha \beta}+g_{\alpha \beta} g^{\mu v}\left[F \frac{\partial \mathscr{L}_{f}}{\partial f}\left(\delta g^{\alpha \beta}\right)_{; \mu}\right]_{; v}- \\
g_{\alpha \beta} g^{\mu v}\left[F_{; v} \frac{\partial \mathscr{L}_{f}}{\partial f} \delta g^{\alpha \beta}\right]_{; \mu}-\left[F \frac{\partial \mathscr{L}_{f}}{\partial f}\left(\delta g^{\alpha \beta}\right)_{; \alpha}\right]_{; \beta}+\left[F_{; \beta} \frac{\partial \mathscr{L}_{f}}{\partial f} \delta g^{\alpha \beta}\right]_{; \alpha}, \tag{6.66}
\end{array}
$$

this variations allows to write the total Lagrangian (6.59), as

$$
\begin{equation*}
\delta \mathscr{L}=\frac{1}{2 \kappa} \delta \mathscr{L}_{f}+\delta \mathscr{L}_{m}, \tag{6.67}
\end{equation*}
$$

where is immediately recognized from Eq. (6.9) the tensor

$$
\begin{equation*}
A_{\mu \nu}=\frac{1}{2 \kappa}\left(\frac{\partial \mathscr{L}_{f}}{\partial g^{\mu \nu}}+F \frac{\partial \mathscr{L}_{f}}{\partial f} R_{\mu \nu}+g_{\mu \nu} F_{; \alpha}^{; \alpha} \frac{\partial \mathscr{L}_{f}}{\partial f}-F_{; v \mu} \frac{\partial \mathscr{L}_{f}}{\partial f}\right)+\frac{\partial \mathscr{L}_{m}}{\partial g^{\mu \nu}}, \tag{6.68}
\end{equation*}
$$

and the symplectic potential density

$$
\left.\begin{array}{rl}
\tilde{\theta}_{; v}^{v} & =\frac{1}{2 \kappa}\left\{g_{\alpha \beta} g^{\mu v}\left[F \frac{\partial \mathscr{L}_{f}}{\partial f}\left(\delta g^{\alpha \beta}\right)_{; \mu}\right]_{; v}-g_{\alpha \beta} g^{\mu v}\left[F_{; v} \frac{\partial \mathscr{L}_{f}}{\partial f} \delta g^{\alpha \beta}\right]_{; \mu}-\left[F \frac{\partial \mathscr{L}_{f}}{\partial f}\left(\delta g^{\alpha \beta}\right)_{; \alpha}\right]_{; \beta}+\right. \\
& \left.=\frac{1}{2 \kappa} \frac{\partial \mathscr{L}_{f}}{\partial f}\left[F_{; \beta} \frac{\partial \mathscr{L}_{f}}{\partial f} \delta g^{\alpha \beta}\right]_{; \alpha}\right\}
\end{array}\right\}
$$

from where

$$
\begin{equation*}
\tilde{\theta}^{v}=\frac{1}{2 \kappa} \frac{\partial \mathscr{L}_{f}}{\partial f}\left[F g^{\mu v}(\delta g)_{; \mu}-F_{; \mu} g^{\mu v} \delta g-F\left(\delta g^{\mu v}\right)_{; \mu}+F_{; \mu} \delta g^{\mu v}\right] \tag{6.70}
\end{equation*}
$$

where we have used the notation $\delta g=g_{\mu \nu} \delta g^{\mu \nu}$, and knowing that

$$
\begin{equation*}
\frac{\partial \mathscr{L}_{f}}{\partial f}=\sqrt{-g} \quad \text { and } \quad \frac{\partial \mathscr{L}_{f}}{\partial g^{\mu \nu}}=-\frac{1}{2} \sqrt{-g} f g_{\mu v} \tag{6.71}
\end{equation*}
$$

equations of motion are satisfied when $A_{\mu \nu}$, Eq. (6.68), is equating to zero, that is

$$
\begin{array}{r}
\frac{1}{2 \kappa}\left(\frac{\partial \mathscr{L}_{f}}{\partial g^{\mu \nu}}+F \frac{\partial \mathscr{L}_{f}}{\partial f} R_{\mu v}+F_{; \alpha}^{; \alpha} g_{\mu v} \frac{\partial \mathscr{L}_{f}}{\partial f}-F_{; v \mu} \frac{\partial \mathscr{L}_{f}}{\partial f}\right)+\frac{\partial \mathscr{L}_{m}}{\partial g^{\mu \nu}}=0 \\
\frac{1}{2 \kappa}\left(-\frac{1}{2} \sqrt{-g} f g_{\mu \nu}+\sqrt{-g} F R_{v \mu}+\sqrt{-g} F_{; \alpha}^{; \alpha} g_{\mu \nu}-\sqrt{-g} F_{; v \mu}\right)-\frac{1}{2} \sqrt{-g} T_{\mu v}=0 \\
\frac{1}{\kappa}\left(-\frac{1}{2} f g_{\mu v}+F R_{v \mu}+F_{; \alpha}^{; \alpha} g_{\mu \nu}-F_{; v \mu}\right)-T_{\mu v}=0 \tag{6.72}
\end{array}
$$

where it has been used the definition of the stress-energy tensor [47]

$$
\begin{equation*}
T_{\mu \nu}=-2 \frac{1}{\sqrt{-g}} \frac{\delta \mathscr{L}_{m}}{\delta g^{\mu v}} \tag{6.73}
\end{equation*}
$$

Eq. (6.72) are precisely the equations of motion, or field equations, for the $f(R)$ theory of gravity

$$
\begin{equation*}
F R_{v \mu}+F_{; \alpha}^{; \alpha} g_{\mu v}-F_{; v \mu}-\frac{1}{2} f g_{\mu v}=\kappa T_{\mu v} \tag{6.74}
\end{equation*}
$$

On the other hand, the symplectic potential associated to the modified Lagrangian density results

$$
\begin{align*}
\theta^{\mu} & =\frac{1}{2 \kappa} F\left[g^{\mu v}(\delta g)_{; v}-\left(\delta g^{\mu v}\right)_{; v}\right]-\frac{1}{2 \kappa} F_{; v}\left[g^{\mu v} \delta g-\delta g^{\mu v}\right] \\
& =\frac{1}{2 \kappa}\left[F\left(g^{\mu v} \delta g-\delta g^{\mu v}\right)_{; v}-F_{; v}\left(g^{\mu v} \delta g-\delta g^{\mu v}\right)\right] \\
& =\frac{1}{2 \kappa}\left(F \zeta_{; v}^{\mu v}-F_{; v} \zeta^{\mu v}\right), \tag{6.75}
\end{align*}
$$

where function $\zeta^{\mu \nu}$ depends entirely on the metric and has been defined as

$$
\begin{equation*}
\zeta^{\mu \nu}=g^{\mu v} \delta g-\delta g^{\mu v} \tag{6.76}
\end{equation*}
$$

Consider now the Lie derivative of the metric along the killing vector field generating the isometries, $\xi_{\mu}$, which satisfies

$$
\begin{equation*}
\mathfrak{L}_{\xi} g^{\mu v}=\delta g^{\mu v}=-\xi^{\mu ; v}-\xi^{v ; \mu} \tag{6.77}
\end{equation*}
$$

with which is possible to express the function $\zeta^{\mu \nu}$ as

$$
\begin{align*}
\zeta^{\mu v} & =g^{\mu v} g_{\alpha \beta} \delta g^{\alpha \beta}-\delta g^{\mu v} \\
& =-g^{\mu v} g_{\alpha \beta}\left(\xi^{\alpha ; \beta}+\xi^{\beta ; \alpha}\right)+\xi^{\mu ; v}+\xi^{v ; \mu} \\
& =-g^{\mu v}\left(\xi_{; \alpha}^{\alpha}+\xi_{; \beta}^{\beta}\right)+\xi^{\mu ; v}+\xi^{v ; \mu} \\
& =-2 g^{\mu v} \xi_{; \alpha}^{\alpha}+\xi^{\mu ; v}+\xi^{v ; \mu} \tag{6.78}
\end{align*}
$$

thus

$$
\begin{align*}
\zeta_{; v}^{\mu v} & =-2 \xi_{; \alpha}^{\alpha ; \mu}+\xi_{; v}^{\mu ; v}+\xi^{v ; \mu}{ }_{; v} \\
& =2 \xi_{\alpha} R^{\alpha \mu}-2 \xi^{\alpha ; \mu}{ }_{; \alpha}+\xi^{\mu ; v}{ }_{; v}+\xi^{v ; \mu}{ }_{; v} \\
& =2 \xi_{\alpha} R^{\alpha \mu}-\xi_{; v}^{v ; \mu}+\xi^{\mu ; v}{ }_{; v}, \tag{6.79}
\end{align*}
$$

where the non-commutativity of the covariant derivatives has been used, Eq. (C.32),

$$
\begin{equation*}
\xi_{; \alpha}^{\alpha ; \mu}=-\xi_{\alpha} R^{\alpha \mu}+\xi_{; \alpha}^{\alpha ; \mu} \tag{6.80}
\end{equation*}
$$

hence

$$
\begin{align*}
\theta^{\mu} & =\frac{1}{2 \kappa}\left[F\left(2 \xi_{\alpha} R^{\alpha \mu}-\xi^{v ; \mu}{ }_{; v}+\xi^{\mu ; v}{ }_{; v}\right)+F_{; v}\left(2 g^{\mu v} \xi_{; \alpha}^{\alpha}-\xi^{\mu ; v}-\xi^{v ; \mu}\right)\right] \\
& =\frac{1}{\kappa}\left[F \xi_{\alpha} R^{\alpha \mu}+F \xi^{[\mu ; v]} ; v+F^{; \mu \xi^{\alpha}}{ }_{; \alpha}-F_{; v} \xi^{\mu ; v}+\frac{1}{2} F_{; v}\left(\xi^{\mu ; v}-\xi^{v ; \mu}\right)\right] \\
& =\frac{1}{\kappa}\left[F \xi_{\alpha} R^{\alpha \mu}+\left(F \xi^{[\mu ; v]}\right)_{; v}+F^{; \mu} \xi_{; \alpha}^{\alpha}-F_{; v} \xi^{\mu ; v}\right], \tag{6.81}
\end{align*}
$$

Noether current can be expressed as

$$
\begin{align*}
j^{\mu} & =\theta^{\mu}-\xi^{\mu} L \\
& =\theta^{\mu}-\frac{1}{2 \kappa} \xi^{\mu} L_{f}-\xi^{\mu} L_{m} \\
& =\frac{1}{\kappa}\left[F \xi_{\alpha} R^{\alpha \mu}+\left(F \xi^{[\mu ; v]}\right)_{; v}+F^{; \mu} \xi_{; \alpha}^{\alpha}-F_{; v} \xi^{\mu ; v}-\frac{1}{2} \xi^{\mu} f\right]-\xi^{\mu} L_{m} \\
& =\frac{1}{\kappa}\left[\left(F \xi^{\xi^{[\mu ; v]}}\right)_{; v}+F^{; \mu} \xi_{; \alpha}^{\alpha}-F^{; \alpha} \xi_{; \alpha}^{\mu}+\kappa \xi_{v} T^{\mu v}-F_{; \alpha}^{; \alpha} \xi^{\mu}+F^{; \mu v} \xi_{v}\right]-\xi^{\mu} L_{m} \\
& =\frac{1}{\kappa}\left[\left(F \xi^{[\mu ; v]}\right)_{; v}+\left(F^{; \mu} \xi^{\alpha}\right)_{; \alpha}-\left(F^{; \alpha} \xi^{\mu}\right)_{; \alpha}\right]+\xi_{v} T^{\mu v}-\xi^{\mu} L_{m} \\
& =\frac{1}{\kappa}\left(F \xi^{[\mu ; v]}+F^{; \mu} \xi^{v}-F^{; v} \xi^{\mu}\right)_{; v}+\xi_{v} T^{\mu v}-\xi^{\mu} L_{m} \tag{6.82}
\end{align*}
$$

where we have used in the third line the Einstein field equation, moreover we know from the stress-energy tensor definition that

$$
\begin{align*}
T_{\mu \nu} & =-2 \frac{\delta L_{m}}{\delta g^{\mu \nu}}-2 L_{m} \frac{1}{\sqrt{-g}} \frac{\delta \sqrt{-g}}{\delta g^{\mu \nu}} \\
& =-2 \frac{\delta L_{m}}{\delta g^{\mu \nu}}+L_{m} g_{\mu v} \tag{6.83}
\end{align*}
$$

so if we assume that the matter fields do not depend on geometry, Noether current can be written as

$$
\begin{align*}
j^{\mu} & =\frac{1}{\kappa}\left(F \xi^{[\mu ; v]}+F^{; \mu} \xi^{v}-F^{; v} \xi^{\mu}\right)_{; v}+\xi_{v} L_{m} g^{\mu v}-\xi^{\mu} L_{m} \\
& =\frac{1}{\kappa}\left(F \xi^{[\mu ; v]}+F^{; \mu} \xi^{v}-F^{; v} \xi^{\mu}\right)_{; v} \\
& =\frac{1}{\kappa}\left(F \xi^{[\mu ; v]}+2 F^{\left[; \mu \xi^{v]}\right.}\right)_{; v} . \tag{6.84}
\end{align*}
$$

Since the Noether charge is defined in terms of the current, Eq. (6.29)

$$
\begin{equation*}
j^{\mu}=Q^{\mu v}{ }_{; v}, \tag{6.85}
\end{equation*}
$$

therefore

$$
\begin{equation*}
Q^{\mu \nu}=\frac{1}{\kappa}\left(F^{\left.\xi^{[\mu ; \gamma]}+2 F^{[; \mu} \xi^{\nu]}\right), ~, ~, ~}\right. \tag{6.86}
\end{equation*}
$$

however, the Black Hole entropy as given by Eq. (6.58), is defined as the integration over the event horizon, which is described by a killing vector field $\xi^{\mu}$, so by using the killing equation, the Noether charge takes the form

$$
\begin{equation*}
Q^{\mu v}=\frac{1}{\kappa} F \xi^{\mu ; v} \tag{6.87}
\end{equation*}
$$

and the Black Hole entropy is found by integrating the Noether charge

$$
\begin{aligned}
S & =\frac{2 \pi}{\kappa_{s}} \int_{\partial \mathfrak{B}} d \sigma_{\mu v} Q^{\mu \nu} \\
& =\frac{1}{4 \kappa_{s}} F \int_{\partial \mathfrak{B}} d \sigma_{\mu \nu} \xi^{\mu ; \nu},
\end{aligned}
$$

using the null complex $\operatorname{tretad}(l, m, \bar{m}, n)$, defined over the BH event horizon

$$
\begin{equation*}
\xi^{\mu} \stackrel{H}{=} l^{\mu}, \tag{6.89}
\end{equation*}
$$

such that $l_{\mu} n^{\mu}=-1$, and by the Eq. (C.15)

$$
\begin{gather*}
l_{\mu ; v} l^{v} \stackrel{H}{=}_{\kappa_{s}} l_{\mu} \\
l_{\mu ; v} v^{\prime} n^{\mu}{ }^{H} \kappa_{s} l_{\mu} n^{\mu} \\
l_{\mu ; v} v^{v} n^{\mu}{ }^{\underline{H}}-\kappa_{s} . \tag{6.90}
\end{gather*}
$$

$$
\begin{align*}
S & =\frac{1}{4 \kappa_{s}} F \int_{\sigma} d^{2} \sigma l^{\mu ; v} l_{\mu} n_{v} \\
& =-\frac{1}{4 \kappa_{s}} F \int_{\sigma} d^{2} \sigma l^{v ; \mu} l_{\mu} n_{v} \\
& =\frac{1}{4} F \int_{\sigma} d^{2} \sigma \tag{6.91}
\end{align*}
$$

Finally it is found the relation for the Black Hole entropy and its area

$$
\begin{equation*}
S=\frac{1}{4} F A \text {. } \tag{6.92}
\end{equation*}
$$

### 6.5 Thermodynamic quantities

Now that the entropy of the BH has been defined in terms of the function $f(R)$, we are able to calculate some of the most relevant characteristics associated with the thermodynamics of the BH. Let us start considering the solution (4.70),
$a(r)=1+\frac{\Lambda}{3} r^{2}+\frac{R_{S}}{m}\left(\frac{3 n}{2 m}-\frac{1}{r}\right)+\frac{n}{m}\left(1+\frac{3 n R_{S}}{m^{2}}\right)\left(\ln \left(n+\frac{m}{r}\right)^{\frac{n}{m}}-\frac{1}{r}\right) r^{2}-16 \pi(q r)^{2} \int \frac{{ }_{2} F_{1}\left(\frac{1}{4}, \frac{1}{2} ; \frac{5}{4} ;-\frac{q^{2}}{b^{2} r^{4}}\right)}{r^{5}(m+n r)} d r$
where we have include the constant $c_{2}=-\Lambda / 3$. The Hawking temperature on the BH horizon ${ }^{3}$, will be

$$
\begin{equation*}
T\left(r_{+}\right)=\frac{1}{4 S}\left[3 R_{S}-m r_{+}-\frac{S}{\pi r_{+}}-\frac{16 \pi q^{2}}{r_{+}}{ }_{2} F_{1}\left(\frac{1}{4}, \frac{1}{2} ; \frac{5}{4} ;-\frac{\pi \Phi^{2}}{b^{2} S}\right)\right], \tag{6.94}
\end{equation*}
$$

where the entropy is given by

$$
\begin{equation*}
S=\pi r_{+}^{2}\left(m+n r_{+}\right) \tag{6.95}
\end{equation*}
$$

and the electrostatic potential, defined as

$$
\begin{equation*}
\Phi=\frac{q \sqrt{m+n r_{+}}}{r_{+}} \tag{6.96}
\end{equation*}
$$

When $b \rightarrow 0(q=0)$, the BH mass can be calculated as

$$
\begin{equation*}
R_{S}=\frac{2 m^{2} r_{+}}{3} \frac{m\left(m\left(\Lambda r_{+}^{2}+3\right)-3 n r_{+}\right)+3 n^{2} r_{+}^{2} \ln \left[\frac{m}{r_{+}}+n\right]}{m\left(2 m^{2}-3 m n r_{+}+6 n^{2} r_{+}^{2}\right)-6 n^{3} r_{+}^{3} \ln \left[\frac{m}{r_{+}}+n\right]} \tag{6.97}
\end{equation*}
$$

and

$$
\begin{equation*}
T\left(r_{+}\right)=-\frac{1}{2 S}\left(\frac{m r_{+}}{2}+\frac{S}{2 \pi r_{+}}+\frac{3 n r_{+}-m\left(3+\Lambda r_{+}^{2}\right)-\frac{3 n^{2}}{m} r_{+}^{2} \ln \left[n+\frac{m}{r_{+}}\right]}{\frac{2}{r_{+}}-\frac{3 n}{m^{2}}\left(m-2 n r_{+}\right)-\frac{6 n^{3}}{m^{3}} r_{+}^{2} \ln \left[n+\frac{m}{r_{+}}\right]}\right) \tag{6.98}
\end{equation*}
$$

[^10]which reproduce the BH temperature in the GR with cosmological constant case when $n=0$,
\[

$$
\begin{equation*}
T\left(r_{+}\right)=\frac{\pi m+\Lambda S}{4 m \pi^{3 / 2} \sqrt{S}} \tag{6.99}
\end{equation*}
$$

\]

At this point the classification made in Section 4.4 of Chapter 4 is useful: $r>0$ if $m, n>0 ; r>\left|\frac{m}{n}\right|$ if $m<0$ and $n>0$; and $0<r<\left|\frac{m}{n}\right|$ if $m>0$ and $n<0$. However, Hawking temperature will have a singularity when

$$
\begin{equation*}
w\left(r_{+}\right):=\frac{2}{r_{+}}-\frac{3 n}{m^{2}}\left(m-2 n r_{+}\right)-\frac{6 n^{3}}{m^{3}} r_{+}^{2} \ln \left[n+\frac{m}{r_{+}}\right]=0 \tag{6.100}
\end{equation*}
$$

if this equation has a real solution for $r_{+}>0$, then the maximal point will be $r_{c+}$, given by

$$
\begin{equation*}
\frac{6 n^{3}}{m^{3}} \ln \left[n+\frac{m}{r_{c+}}\right] r_{c+}-\frac{3 n^{2}\left(m+2 n r_{c+}\right)}{m^{2}\left(m+n r_{c+}\right)}+\frac{1}{r_{c+}^{2}}=0 \tag{6.101}
\end{equation*}
$$

of value

$$
\begin{equation*}
w\left(r_{c+}\right)=\frac{3 m}{r_{c+}\left(m+n r_{c+}\right)} \tag{6.102}
\end{equation*}
$$

so, if $m, n>0,0<w\left(r_{c+}\right)<w\left(r_{+}\right)$, and $T\left(r_{+}\right)$will be a continuous function for all $r>0$. If $m<0$ and $n>0$, and there is a maximum point given by Eq. (6.101), then $w\left(r_{+}\right)<w\left(r_{c+}\right)<0$, and again $T\left(r_{+}\right)$is continuous. However for $0<r_{c+}<\left|\frac{m}{n}\right|$ with $m>0$ and $n<0$, it is possible to achieve $w\left(r_{+}\right)=0$. These temperature behaviors can be seen in Fig. 6.1, where $T$ vs $S$ has been plotted for some values of the constants $m, n$ and $\Lambda$. When $m=1$ and $n=0$, the minimum temperature will be reached in $S=\pi / \Lambda$, and will have a value $T=\frac{\sqrt{\Lambda}}{2 \pi}$. Note that when $m=1$, for $0<n<1$, $w\left(r_{+}\right)$has no root, however if $n=0$

$$
\begin{equation*}
\lim _{r_{+} \rightarrow \infty} w\left(r_{+}\right)=\lim _{r_{+} \rightarrow \infty}\left(\frac{2}{r_{+}}-3 n\left(1-2 n r_{+}\right)-6 n^{3} r_{+}^{2} \ln \left[n+\frac{1}{r_{+}}\right]\right)=0 \tag{6.103}
\end{equation*}
$$

and for $n>1, w\left(r_{+}\right)$will have a root and therefore the temperature will not be continuous, as shown in panel (a) of the Figure. The second law of BH thermodynamics states that the change in the area of the event horizon is always greater than or equal to zero, in analogy to the entropy of an isolated system. Moreover an infinitesimal change of entropy of the BH is given by the transfer of energy, $\delta Q$ divided by temperature,

$$
\begin{equation*}
d S=\frac{\delta Q}{T} \tag{6.104}
\end{equation*}
$$

with $\delta Q=C d T$, or

$$
\begin{equation*}
d S=\frac{C}{T} d T \tag{6.105}
\end{equation*}
$$

where $C$ is the specific heat of the BH , defined by

$$
\begin{equation*}
C=T \frac{\partial S}{\partial T} \tag{6.106}
\end{equation*}
$$



Figure 6.1. Hawking temperature as a function of the BH Entropy for the $f(R)$ -Schwarzschild-type space and some values of $m$ and $n$. In all panels $\Lambda=10$.

The analytical expression for specific heat is quite complicated, so it will be more useful to graph it for some particular values of $m$ and $n$, as shown in Fig. 6.2, where $C$ vs $S$ is shown. When $n=0$, the specific heat is reduced to

$$
\begin{equation*}
C\left(r_{+}\right)=\frac{2 \pi r^{2}\left(\Lambda r_{+}^{2}+1\right)}{\Lambda r_{+}^{2}-1} \tag{6.107}
\end{equation*}
$$

or int terms of the entropy

$$
\begin{equation*}
C(S)=\frac{2 S(\Lambda S+\pi)}{\Lambda S-\pi} \tag{6.108}
\end{equation*}
$$

this expression reproduces the result for the Schwarzschild Black Hole in Anti-De Sitter Space.
In the more general case, when $b \rightarrow \infty$, or BI- $f(R)$ theory, the mass can be written as

$$
\begin{equation*}
R_{S}=-\frac{1}{3}\left(\frac{m^{2}}{n}+\frac{16 \pi n q^{2}}{m}\right)+\frac{\frac{m^{2}}{3 n}+\frac{4 \pi q^{2}}{r}+m r\left(\frac{1}{2}+\frac{\Lambda}{3} r^{2}\right)}{1-\frac{3 n}{2 m} r+\frac{3 n^{2}}{m^{2}} r^{2}-\frac{3 n^{3}}{m^{3}} r^{3} \ln \left[\frac{m}{r}+n\right]}, \tag{6.109}
\end{equation*}
$$



Figure 6.2. Specific heat as a function of the BH Entropy for the $f(R)$-Schwarzschildtype space and some values of $m$ and $n$. In all panels $\Lambda=10$.
and the Hawking temperature in terms of the BH horizon radius is

$$
\begin{equation*}
T\left(r_{+}\right)=-\frac{1}{4 n S^{2}}\left(\frac{S^{3}}{\pi^{2} r_{+}^{4}}+\frac{16 \pi n r_{+} S \Phi^{2}}{m}-\frac{m S\left(\frac{2 m}{r}+n\left(3+2 \Lambda r_{+}^{2}\right)\right)+24 \pi^{2} n r_{+}^{2} \Phi^{2}}{\frac{2}{r_{+}}-\frac{3 n}{m^{2}}\left(m-2 n r_{+}\right)-\frac{6 n^{3}}{m^{3}} r_{+}^{2} \ln \left[\frac{m}{r_{+}}+n\right]}\right) \tag{6.110}
\end{equation*}
$$

which when $n=0$ and $m=1$, reproduces Hawking temperature for the RN-(A)dS black hole

$$
\begin{equation*}
T(S, \Phi)=\frac{\pi+\Lambda S-4 \pi^{2} \phi^{2}}{4 \pi^{3 / 2} \sqrt{S}} \tag{6.111}
\end{equation*}
$$

The Hawking temperature as a function of the entropy is shown in Fig. 6.3, and because the continuity of temperature is determined by the same function $w\left(r_{+}\right)$, Eq. (6.100), the analysis made above is still valid in this case. Now, the specific heat can be calculated for a constant potential,

$$
\begin{equation*}
C_{\Phi}=T\left(\frac{\partial S}{\partial T}\right)_{\Phi} \tag{6.112}
\end{equation*}
$$

in Fig. 6.4 the behaviour of $C_{\Phi}$ is plotted as a function of $S$ for some particular values of the parameters and charge. It is found that when $m=1$ and $n=0$, the specific heat as a function of


Figure 6.3. Hawking temperature as a function of the BH Entropy for the RN- $f(R)$ in the (A)de Sitter space and some values of $m$ and $n$. In all panels $\Lambda=10$ and $q=1$. The monotonicity, continuity and existence of the critical point in the T-S plane depends on the value of the parameters $m$ and $n$, as well as the charge of the BH .
the BH horizon, is given by

$$
\begin{equation*}
C_{\Phi}\left(r_{+}\right)=\frac{2 \pi r_{+}^{2}\left(\Lambda r_{+}^{4}+r_{+}^{2}-4 \pi q^{2}\right)}{r_{+}^{2}\left(\Lambda r_{+}^{2}-1\right)+12 \pi q^{2}} \tag{6.113}
\end{equation*}
$$

or in terms of the entropy and potential

$$
\begin{equation*}
C_{\Phi}(S, \Phi)=\frac{2 S\left(\Lambda S+\pi\left(1-4 \pi \phi^{2}\right)\right)}{\Lambda S-\pi\left(1-12 \pi \phi^{2}\right)} \tag{6.114}
\end{equation*}
$$

this is the specific heat for RN-(A)dS BH, which is plotted in panel (a) of Fig. 6.4.

### 6.6 Non-linear BI

This section will describe the temperature of the BH in a non-linear model of $f(R)$ in the BI theory. From solution (4.114) of the Section 4.5, the associated Hawking temperature as a function of the


Figure 6.4. Specific heat as a function of the BH Entropy for the RN- $f(R)$ in the (A)de Sitter space and some values of $m$ and $n$. In all panels $\Lambda=10$ and $q=1$. The monotonicity, continuity and existence of the critical point in the T-S plane depends on the value of the parameters $m$ and $n$, as well as the charge of the BH .

BH horizon radius, is

$$
\begin{equation*}
T\left(r_{+}\right)=\frac{1}{4 \pi r_{+}}+\frac{c_{2} r}{\pi}-\frac{4 q^{2}}{5 n r_{+}^{4}}{ }_{2} F_{1}\left(\frac{1}{2}, \frac{5}{4} ; \frac{9}{4} ;-\frac{q^{2}}{b^{2} r_{+}^{4}}\right) \tag{6.115}
\end{equation*}
$$

or

$$
\begin{equation*}
T(S, \Phi)=c_{2}\left(\frac{S}{\pi^{4} n}\right)^{1 / 3}+\frac{1}{4}\left(\frac{n}{\pi^{2} S}\right)^{1 / 3}-\frac{4 \pi \Phi^{2}}{5 n S}{ }_{2} F_{1}\left(\frac{1}{2}, \frac{5}{4} ; \frac{9}{4} ;-\frac{\pi \Phi^{2}}{b^{2} S}\right) \tag{6.116}
\end{equation*}
$$

where the entropy is defined as

$$
\begin{equation*}
S=n \pi r_{+}^{3} \tag{6.117}
\end{equation*}
$$

and the electrostatic potential

$$
\begin{equation*}
\Phi=q\left(\frac{n}{r_{+}}\right)^{1 / 2} \tag{6.118}
\end{equation*}
$$



Figure 6.5. Temperature vs Entropy in the Non-linear-BI- $f(R)$ theory for some values of $n$ and with $b \rightarrow \infty$. In both panels $c_{2}=10$. Note that when the black hole is not loaded, the minimum temperature is $T=1$.

Taking the limit at $b \rightarrow \infty$

$$
\begin{equation*}
T\left(r_{+}\right)=\frac{1}{4 \pi r}+\frac{c_{2} r}{\pi}-\frac{4 q^{2}}{5 n r^{4}} \tag{6.119}
\end{equation*}
$$

this temperature is depicted in Fig. 6.5 as a function of the entropy

$$
\begin{equation*}
T(S, \Phi)=c_{2}\left(\frac{S}{\pi^{4} n}\right)^{1 / 3}+\frac{1}{4}\left(\frac{n}{\pi^{2} S}\right)^{1 / 3}-\frac{4 \pi \phi^{2}}{5 n S} \tag{6.120}
\end{equation*}
$$

The specific heat with a fixed potential, in the non-linear-BI- $f(R)$ theory will be

$$
\begin{equation*}
C_{\Phi}=\frac{3 \pi b n r^{5} \sqrt{b^{2} r^{4}+q^{2}}\left(5 n r^{3}\left(4 \mathrm{c} 2 r^{2}+1\right)-16 \pi q^{2}{ }_{2} F_{1}\left(\frac{1}{2}, \frac{5}{4} ; \frac{9}{4} ;-\frac{q^{2}}{b^{2} r^{4}}\right)\right)}{5 b r^{4}\left(n r\left(4 \mathrm{c} 2 r^{2}-1\right) \sqrt{b^{2} r^{4}+q^{2}}+16 \pi b q^{2}\right)-16 \pi q^{2}\left(b^{2} r^{4}+q^{2}\right)_{2} F_{1}\left(1, \frac{7}{4} ; \frac{9}{4} ;-\frac{q^{2}}{b^{2} r^{4}}\right)} \tag{6.121}
\end{equation*}
$$

taking the limit $b \rightarrow \infty$

$$
\begin{equation*}
C_{\Phi}\left(r_{+}\right)=\frac{3 \pi n r^{3}\left(5 n r^{3}\left(4 c_{2} r^{2}+1\right)-16 \pi q^{2}\right)}{5 n r^{3}\left(4 \mathrm{c} 2 r^{2}-1\right)+64 \pi q^{2}} \tag{6.122}
\end{equation*}
$$

or in terms of the entropy and potential

$$
\begin{equation*}
C_{\Phi}(S)=\frac{3}{4}\left(\frac{5\left(20 c_{2} n^{2 / 3} S^{7 / 3}+3 \pi^{2 / 3} n^{4 / 3} S^{5 / 3}\right)}{20 c_{2} n^{2 / 3} S^{4 / 3}-5 \pi^{2 / 3} n^{4 / 3} S^{2 / 3}+64 \pi^{7 / 3} \phi^{2}}-S\right) \tag{6.123}
\end{equation*}
$$

which can be seen in Fig.


Figure 6.6. Specific heat vs Entropy in the Non-linear-BI- $f(R)$ theory for some values of $n$ and with $b \rightarrow \infty$. In both panels $c_{2}=10$. The BH charge avoids the singularities in $C_{\Phi}(S)$.


## Conclusions

In spite of that GR is the most widely accepted theory of gravity: it predicts the expansion of the Universe and the associated redshifts of the galaxies as a dynamic consequence of its evolution from the so-called Big Bang; as well as other remarkable phenomena such as the gravitational lensing effect [4, 163], black holes and gravitational waves [61], recently detected [1]; the conclusions of the observational data of Supernovae type Ia (SN Ia) [145, 157], showed that the Universe experiences an accelerated expansion phase, this fact has no clear interpretation in the framework of GR and it is necessary to introduce a type of unknown negative pressure force, called Dark Energy, whose action dominates gravitational attraction on large scales [46, 145, 156]. This model, known as Lambda Cold Dark Matter ( $\Lambda \mathrm{CDM}$ ), also takes into account a new and strange type of gravitating matter, but not interacting with radiation, called Dark Matter [132, 203], whose effect is to correct the discrepancy between the theory and the observed flat rotation curves of spiral galaxies [55, 139].
$\Lambda$ CDM fits very well within a wide spectrum of cosmological observations, [3-6, 93], however, the nature of DM and DE is unknown, even though according to observations made by the ESA's Planck satellite in 2013 [2], within the theoretical scope of $\Lambda$ CDM, their content is $27 \%$ and $68 \%$ respectively, i.e. what is known of the Universe comprises only $5 \%$ of its energy density, which raises even more questions than answers.
$\Lambda \mathrm{CDM}$ is indeed a paradigm, and in the course of the last century new ideas were added to complement it, such is the case of the theory of cosmological inflation, which accounts for the homogeneity and isotropy of the Universe at large scale from the accelerated expansion of the early Universe [5], solving, among others, the flatness problem [72] and the magnetic monopole problem [111]; however, to date there is no generally accepted model for inflation and likewise the standard model of cosmology has some problems (see [114] for a synthesis on this subject)
that make it necessary to reconsider our understanding of GR on cosmological scales. One such alternative, motivated mainly by the search for a geometrical explanation for the late-time acceleration, is the $f(R)$ theory, which was the focus of this work, and whose dynamics is obtained from an action written in terms of a general function of the scalar curvature, $R$. The main motivation for this work was that there are several $f(R)$ models for solving the DM [22, 41, 200], DE [10, 11, 41] problems and even the inflationary phase, whose first model in the context of $f(R)$ theory, was proposed by Starobinsky in 1980 [178], which is constructed by adding to Einstein-Hilbert (EH) action a quadratic term for the curvature scale, i.e. $f(R)=R+\alpha R^{2}$, with $\alpha$ constant, this model has been carefully studied and is in agreement with the data recently observed by the Planck satellite [148].

### 7.1 Concluding remarks

Modified gravity in the context of an arbitrary function $f(R)$ is indeed a scalar tensor theory with a scalar degree of freedom, and particularly a Brans-Dicke theory with a null parameter $\omega$. In Chapter 2 we have made the conformal transformation as general as possible to show the action with the Gibbons-York-Hawking boundary term and the related field equations in the Einstein frame, which are in agreement with the usual field equations in $f(R)$ theory under the inverse transformation. In addition we have defined the effective potential which depends on both geometry and matter-energy, but through trace of the field equations, it turns out to be an integral of a pure geometric term depending only on $f(R)$. With this potential it is possible to find the scalar potential. Those potentials were calculated, plotted and analyzed for different models recorded in the literature and able to pass the observational test, namely, Starobinsky, Hu-Sawicki, Tsujikawa, Exponential models, and for two new models proposed, which, although look like mathematical toy models, we show that pass the test mentioned above.

A cosmologically viable hypergeometric model in the $f(R)$ gravity theory has been constructed in Chapter 3 from the assumption of the existence of an inflection point of the $f(R)$ curve, the viability conditions in the ( $m, r$ ) plane and such that it reproduces $\Lambda \mathrm{CDM}$ at some limit. This last quality was used to express the limits of the model, written in terms of the dimensionless variable $x$, as $y(x)=x+h(x)+\lambda$, where $h(x)$ represents the deviation of the model from GR. From the geometric point of view, the existence of the inflection point, $x_{i}$, besides the decreasing monotonicity of $h(x)$, ensure that limits (3.5) and (3.6) are satisfied, allowing to consider the model as a perturbation around $\Lambda \mathrm{CDM}$, and at the same time when $x \rightarrow \infty$, the conditions $r=-1, m=+0$ and $m^{\prime}(-1)=0$ are met, see figures (3.2) and (3.3), enabling $y(x)$ to have a matter domination epoch. The physical interpretation of $x_{i}$ is indeed to allow the model to have an asymptotic behaviour towards $\Lambda$ CDM.
The geometrical conditions imposed by $x_{i}$, both on the function $h(x)$ and its derivatives, was used to construct a differential equation in such a way that the roots of $x h^{\prime \prime}(x)$, modulated by
a function $p(x)$, coincide with a term $h^{\prime}(x)$ multiplied by the factor $\left(x^{2}-x_{i}^{2}\right)$. This differential equation was integrated and the function $p(x)$ was chosen to allow the integrand to be expressed as an exact differential. The solution, Eq. (3.45) corresponds to Starobinsky's 2007 model [181]. Through a similar procedure, but this time expressing the factor as ( $x^{r}-x_{i}^{r}$ ), being $r$ a parameter of the model, a differential equation was constructed whose solution, Eq. (3.56), corresponded to a generalization of Hu-Sawicki model [86].
It was found that the differential equations of each model in effect belonged to a particular case of the hypergeometric differential equation, and as a result the hypergeometric model, Eq. (3.79), could be established. This model depends on five parameters $m, n, r, u$, and $v$, however, the equation for the inflection point, (3.72), represents a constriction of the model, since it is a necessary condition for its viability, reducing the number of parameters to four. Moreover the constant $k<0$ and the value of $c$, in a concrete way, can be generally determined from the classification in the two sub-models, Hu-Sawicki type ( $r>0$ ): $c=0$; and Starobinsky type ( $r<0$ ): $c=2 k m / R_{0}$.
When $r>0$ and $x>0$, for the model to satisfy limits (3.5) to (3.10), as well as condition Eq. (3.11), the parameters must fulfill $m>2 / r, u>n>2 / r, v<0$, and $m-n \notin \mathbb{Z}$, in addition to Eq. (3.75). For example, when $0<r<2, m \geq 1, n \geq 1, n<u<n+1, v<-1, u>k m n r v$, the hypergeometric model is cosmologically viable.
At the other hand, only for $r \leq 2, m>0$ and $u>n>0$, the hypergeometric model is viable. Specifically when $r=-2$, it is found that $u=-n v$ and $v<-1$.
The main quality of the hypergeometric model is that it encompasses a family of functions that have an inflection point and at the same time mimics the $\Lambda$ CDM model, examples of which are the well-known Starobinsky and Hu-Sawicki models. The hypergeometric model proposed here depends on four free parameters, offering the possibility of having greater freedom of adjustment according to the restrictions offered by observational data at both cosmological and local scales. To carry out this objective, it should be noted, the appropriate computational tools are needed as indicated in Ref. [84], however, the outlook for achieving this goal is encouraging, since in the near future modified gravity theory could be tested by major advances in observational techniques in high curvature scenarios such as black holes or neutron stars, where $f(R)$ can play an important role in the dynamics of spacetime, and its effects could be appreciated.
Among all the models analyzed, we delve a little deeper in the Starobinsky model due to its physical relevance, and we show that basically, it consist of a dominant linear and quadratic terms plus 4 th-order terms in $R$, and from this expression it was calculated the scalar field $\psi$, which in turn allowed us to plot the Starobinsky potential in the Einstein frame.

The metric for a spherically symmetric and static object was calculated in Chapter 4, and the extension to charged BH was made to obtain the Reissner-Nordström metric in an (A)dS space, and we have studied the solutions of the field equations in spherically symmetric and static spaces in the $f(R)$ theory of gravity with non-linear electromagnetic fields in the BI frame,
this theory depends of the value of parameter $b$, which in turn exhibits two limits with classical physical meaning, $f(R)$ Schwarzschild-type ( $b \rightarrow 0$ ) and $f(R)$-RN $(b \rightarrow \infty)$ solutions. We found that the only models allowed in this framework must have the parametric form $\mathscr{F}=m+n r$, with $m$ and $n$ constants. From this condition it is possible to determine the form, domain and range of the supported $f(R)$ functions, in some cases expressed in a parametric way $f(r)$, while the classification of the solutions from the values of the constants in three possible instances: GR $(m \neq 0$ and $n=0), f(R)-\mathrm{BI}(m \neq 0$ and $n \neq 0)$ and $f(R)$-non-linear-BI ( $m=0$ and $n \neq 0$ ), allowed to find a variety of sub-solutions and therefore models.
In the first case, when $n=0$, GR is recovered with the rescaling $\kappa \rightarrow \kappa / m$ and $f(R)=m(R+2 \Lambda)$, where $\Lambda$ can be interpreted as an integration constant and obtained by comparing the solution in the limit $b \rightarrow \infty$ with the RN-AdS metric.
When $m \neq 0$ and $n \neq 0$, the field equations cannot be integrated analytically, however the solution, $R$ and $f(R)$ are expressed in terms of a hypergeometric integral of the radial coordinate $r$, similarly, the domain and range of the models can be determined by the signs of $m$ and $n$. When $b=0, f(R)$ is asymptotically $(r \rightarrow \infty)$ equivalent to GR, and from the definition of the parameter $h$ Eq. (4.82), which modulates to the logarithmic term of the solution, it is possible to distinguish the following cases

- $n, m>0$ : $f(R)$ is defined for $R<R_{c}$, where $R_{c}$ is given by (4.81), however it has no continuous derivative and thus does not represent a viable physical model.
- $m<0$ and $n>0: f(R)$ is monotonically increasing with $R>-\frac{12 n^{2}}{m^{2}} h \ln n$.
- $m>0$ and $n<0$ : when $-3 n R_{S}<m^{2}, f(R)$ has no continuous derivative and $R>R_{c}$. When $-3 n R_{S}>m^{2}, f(R)$ is monotonically increasing for all $R \in \Re$. When $-3 n R_{S}=m^{2}$, $f(R)=m R+2 n \sqrt{R}+m_{0}$, which is a model for the expansion of the Universe without DE.

Since the $f(R)$-RN case is a generalization of the previous one with electric charge, the above arguments remain valid, but now with the definition of the parameter $\bar{h}$ Eq. (4.97). However the existence of $q$ implies that the function $f(R)$ has no longer continuous derivative for all $m<0$ and $n>0$, and thus defined only for $R \leq R_{c}$ or $R>-\frac{12 n^{2}}{m^{2}} \bar{h} \ln n$, or vice versa in the opposite case, $m>0$ and $n<0$. When $n>0$ and depending on $\bar{h}$, different solutions are found, which affects the form of the functions, although for $r \gg 1$ all these coincide according to Eq. (4.87). Some graphs were made for particular values of $m$ and $n$ and showing the shape and characteristics of the models.
When $m=0$ we depart from the lineal term of GR, although this does not mean that the model has to be discarded, on the contrary, the curves of the models show that there are indeed similarities with some functions in the $f(R)$-RN solution and this can have physical implications beyond just serving as a mathematical toy. In this case the solution is written in terms of a new hypergeometric function Eq. (4.114), and cannot be obtained from solution Eq. (4.70), so they are linearly independent solutions, however $R(r)$ is expressed in terms of the same hypergeometric
function of the solution Eq. (4.56). and since it is not possible to solve $f$ in terms of $R$ for all $r$, when $r \gg 1, f(R)$ can be given as an approximation, Eq. (4.121), which is linearly independent to Eq. (4.87) and thus representing different models.

The solutions shown here (with the exception of $n=0$ or GR) imply that $R$ is a non-trivial function of $r$ outside the BH , which would imply the existence of hairy solutions. We have discussed in Chapter 5 the possible cases in which the no-hair theorems (NHT) can be evaded from the analysis of the potential $\mathscr{U}(\psi)$, defined in the conformal transformation between the Jordan and the Einstein Frames, in addition to the conditions imposed by Theorem 1 of Ref. [37]. It was found that the models depend strongly on the sign and value of the constants $m$ and $n$, and the potentials were plotted in the different cases, as well as the form of the function $f(R)$. The way in which these solutions evade the NHT in $f(R)$ gravity are the subject of a paper in preparation.

The field equations were linearized for the Starobinsky quadratic model and the tensor perturbation was expressed as a sum of integrals of the Bessel functions, however, the perturbation field was found in the Newtonian approximation, which can be used to constrain the model in the Solar system range. This topic is also being prepared for publication.

Using the Wald method, the entropy of the Black Hole in $f(R)$ theory was found, and the symplectic potentials associated were calculated. We finally investigated the behavior of a BH in $f(R)$-BI plus cosmological constant, the BH temperature, entropy and specific heat was found in terms of the horizon radius and these quantities were plotted and it was found that they reproduce their analogous values within the framework of the theory of RN Black Holes in GR with cosmological constant. These same quantities were found and plotted for a non-linear model of $f(R)$.

A paper was extracted from Chapter 2 and accepted for publication at the IJAA. Similarly, Chapter 3 was the basis for a paper submitted to the PRD, and from Chapter 4 a paper was extracted and published in November of this year in the PRD.

### 7.2 Challenges of the BH physics

In general, there are no direct observational tests of BH thermodynamics, however its foundations seem to be mathematically firm enough to be considered the most promising candidates to explain the nature of the gravitationally-quantum behaviour of BH .
Black Holes are among the most fascinating gravitational system in the Universe, and many people around the world are constantly working in this area. Although there has been an important progress in solving key questions, there are still open modern questions as "BH information paradox." How is the evolution process of a pure quantum state to a mixed state, or what are the degrees of freedom responsible for BH entropy [192].
Without going too far, it is possible to assume that there are even a lot more basic questions than
can be redirected with a higher order gravitational theory as $f(R)$ modified gravity.
The amount of work and papers that have been done and published about the Thermodynamics of BH in higher order gravity is not insignificant, however, it is not clear yet how the Laws of Thermodynamics for BH change and how such a theory could relate GR to QM . Therefore, there is currently a lot of work to be done in the search of general solutions for BH in $f(R)$ theory and for those models or families of $f(R)$ that explain cosmological phenomena, like DE or DM. Moreover $f(R)$ is a theory that could have distinctive observational features and in turn could provide evidence decisive to determine the existence of a BH , for example describing the orbit and behaviour of its accretion disk or its event horizon.

We really hope that in the near future it will be possible to understand all of the major problems about BH physics, as well as that with the development of better telescopes and new theory capable to break boundaries of the mind, BH can serve as natural scenarios for understand the unification between General Relativity and Quantum Mechanics.


## Ricci Scalar variation

The Riemann tensor is defined by

$$
\begin{equation*}
R_{\alpha v \beta}^{\mu}=\Gamma_{\alpha \beta, v}^{\mu}+\Gamma_{\rho v}^{\mu} \Gamma_{\alpha \beta}^{\rho}-\Gamma_{\alpha v, \beta}^{\mu}-\Gamma_{\rho \beta}^{\mu} \Gamma_{\alpha v}^{\rho} \tag{A.1}
\end{equation*}
$$

and its variation

$$
\begin{equation*}
\delta R_{\alpha v \beta}^{\mu}=\delta \Gamma_{\alpha \beta, v}^{\mu}+\Gamma_{\rho v}^{\mu} \delta \Gamma_{\alpha \beta}^{\rho}+\Gamma_{\alpha \beta}^{\rho} \delta \Gamma_{\rho v}^{\mu}-\delta \Gamma_{\alpha v, \beta}^{\mu}-\Gamma_{\rho \beta}^{\mu} \delta \Gamma_{\alpha v}^{\rho}-\Gamma_{\alpha v}^{\rho} \delta \Gamma_{\rho \beta}^{\mu} \tag{A.2}
\end{equation*}
$$

but by the definition of covariant derivative

$$
\begin{equation*}
\left(\delta \Gamma_{\alpha \beta}^{\mu}\right)_{; v}=\delta \Gamma_{\alpha \beta, v}^{\mu}+\Gamma_{\rho v}^{\mu} \delta \Gamma_{\alpha \beta}^{\rho}-\Gamma_{\alpha v}^{\rho} \delta \Gamma_{\rho \beta}^{\mu}-\Gamma_{\beta v}^{\rho} \delta \Gamma_{\alpha \rho}^{\mu} \tag{A.3}
\end{equation*}
$$

and
(A.4)

$$
-\left(\delta \Gamma_{\alpha v}^{\mu}\right)_{; \beta}=-\delta \Gamma_{\alpha v, \beta}^{\mu}-\Gamma_{\rho \beta}^{\mu} \delta \Gamma_{\alpha v}^{\rho}+\Gamma_{\alpha \beta}^{\rho} \delta \Gamma_{\rho v}^{\mu}+\Gamma_{v \beta}^{\rho} \delta \Gamma_{\alpha \rho}^{\mu}
$$

so
(A.5)

$$
\delta R_{\alpha v \beta}^{\mu}=\left(\delta \Gamma_{\alpha \beta}^{\mu}\right)_{; v}-\left(\delta \Gamma_{\alpha v}^{\mu}\right)_{; \beta}
$$

and with the contraction of the first and third terms we arrive to the Palatini identity

$$
\begin{equation*}
\delta R_{\alpha \beta}=\left(\delta \Gamma_{\alpha \beta}^{\mu}\right)_{; \mu}-\left(\delta \Gamma_{\alpha \mu}^{\mu}\right)_{; \beta} \tag{A.6}
\end{equation*}
$$

Now, in order to find the variation of the Christoffel symbols we need to express them in terms of the metric tensor
(A.7)

$$
\Gamma_{\alpha \beta}^{\mu}=\frac{1}{2} g^{\mu \lambda}\left(g_{\alpha \lambda, \beta}+g_{\beta \lambda, \alpha}-g_{\alpha \beta, \lambda}\right),
$$

## APPENDIX A. RICCI SCALAR VARIATION

whose variation is

$$
\delta \Gamma_{\alpha \beta}^{\mu}=\frac{1}{2}\left(g_{\alpha \lambda, \beta}+g_{\beta \lambda, \alpha}-g_{\alpha \beta, \lambda}\right) \delta g^{\mu \lambda}+\frac{1}{2} g^{\mu \lambda}\left(\delta g_{\alpha \lambda, \beta}+\delta g_{\beta \lambda, \alpha}-\delta g_{\alpha \beta, \lambda}\right)
$$

$$
\begin{equation*}
=g_{\mu \lambda} \Gamma_{\alpha \beta}^{\mu} \delta g^{\mu \lambda}+\frac{1}{2} g^{\mu \lambda}\left(\delta g_{\alpha \lambda, \beta}+\delta g_{\beta \lambda, \alpha}-\delta g_{\alpha \beta, \lambda}\right) \tag{A.8}
\end{equation*}
$$

but with the definition of the covariant derivative again

$$
\begin{equation*}
\delta g_{\beta \lambda, \alpha}=\left(\delta g_{\beta \lambda}\right)_{; \alpha}+\Gamma_{\alpha \beta}^{\mu} \delta g_{\mu \lambda}+\Gamma_{\lambda \alpha}^{\mu} \delta g_{\beta \mu} \tag{A.10}
\end{equation*}
$$

and

$$
\begin{equation*}
-\delta g_{\alpha \beta, \lambda}=-\left(\delta g_{\alpha \beta}\right)_{; \lambda}-\Gamma_{\alpha \lambda}^{\mu} \delta g_{\mu \beta}-\Gamma_{\beta \lambda}^{\mu} \delta g_{\alpha \mu} \tag{A.11}
\end{equation*}
$$

thus

$$
\begin{align*}
\delta g_{\alpha \lambda, \beta}+\delta g_{\beta \lambda, \alpha}-\delta g_{\alpha \beta, \lambda} & =\left(\delta g_{\alpha \lambda}\right)_{; \beta}+\left(\delta g_{\beta \lambda}\right)_{; \alpha}-\left(\delta g_{\alpha \beta}\right)_{; \lambda}+2 \Gamma_{\alpha \beta}^{\mu} \delta g_{\mu \lambda} \\
& =\left(\delta g_{\alpha \lambda}\right)_{; \beta}+\left(\delta g_{\beta \lambda}\right)_{; \alpha}-\left(\delta g_{\alpha \beta}\right)_{; \lambda}-2 \Gamma_{\alpha \beta}^{\mu} g_{\mu v} g_{\lambda \rho} \delta g^{v \rho}, \tag{A.12}
\end{align*}
$$

where we have used the relationship,

$$
\begin{equation*}
\delta g_{\alpha \beta}=-g_{\alpha \mu} g_{\beta v} \delta g^{\mu v} \tag{A.13}
\end{equation*}
$$

which follows in a direct calculation from $g^{\mu \alpha} g_{\alpha \beta}=\delta_{\beta}^{\mu}$, where $\delta_{v}^{\mu}$ is the Kronecker delta. With this result we can write the variation Eq. (A.8) as

$$
\begin{align*}
\delta \Gamma_{\alpha \beta}^{\mu} & =g_{\mu \lambda} \Gamma_{\alpha \beta}^{\mu} \delta g^{\mu \lambda}+\frac{1}{2} g^{\mu \lambda}\left[\left(\delta g_{\alpha \lambda}\right)_{; \beta}+\left(\delta g_{\beta \lambda}\right)_{; \alpha}-\left(\delta g_{\alpha \beta}\right)_{; \lambda}\right]-g^{\mu \lambda} g_{\mu v} g_{\lambda \rho} \Gamma_{\alpha \beta}^{\mu} \delta g^{v \rho} \\
& =g_{\mu \lambda} \Gamma_{\alpha \beta}^{\mu} \delta g^{\mu \lambda}-\delta_{v}^{\lambda} g_{\lambda \rho} \Gamma_{\alpha \beta}^{\mu} \delta g^{v \rho}+\frac{1}{2} g^{\mu \lambda}\left[\left(\delta g_{\alpha \lambda}\right)_{; \beta}+\left(\delta g_{\beta \lambda}\right)_{; \alpha}-\left(\delta g_{\alpha \beta}\right)_{; \lambda}\right] \\
& =\Gamma_{\alpha \beta}^{\mu}\left(g_{\mu \lambda} \delta g^{\mu \lambda}-g_{\lambda \rho} \delta g^{\lambda \rho}\right)+\frac{1}{2} g^{\mu \lambda}\left[\left(\delta g_{\alpha \lambda}\right)_{; \beta}+\left(\delta g_{\beta \lambda}\right)_{; \alpha}-\left(\delta g_{\alpha \beta}\right)_{; \lambda}\right] \\
& =\frac{1}{2} g^{\mu \lambda}\left[\left(\delta g_{\alpha \lambda}\right)_{; \beta}+\left(\delta g_{\beta \lambda}\right)_{; \alpha}-\left(\delta g_{\alpha \beta}\right)_{; \lambda}\right], \tag{A.14}
\end{align*}
$$

so

$$
\begin{aligned}
-\left(\delta \Gamma_{\alpha \mu}^{\mu}\right)_{; \beta} & =\frac{1}{2} g^{\mu \lambda}\left[\left(\delta g_{\alpha \lambda}\right)_{; \mu}+\left(\delta g_{\mu \lambda}\right)_{; \alpha}-\left(\delta g_{\alpha \mu}\right)_{; \lambda}\right]_{; \beta} \\
& =\frac{1}{2}\left[g^{\mu \lambda}\left(\delta g_{\alpha \lambda}\right)_{; \mu}+g^{\mu \lambda}\left(\delta g_{\mu \lambda}\right)_{; \alpha}-g^{\mu \lambda}\left(\delta g_{\alpha \mu}\right)_{; \lambda}\right]_{; \beta} \\
& =\frac{1}{2}\left[\left(\delta g_{\alpha \lambda}\right)^{; \lambda}+g^{\mu \lambda}\left(\delta g_{\mu \lambda}\right)_{; \alpha}-\left(\delta g_{\alpha \mu}\right)^{; \mu}\right]_{; \beta}
\end{aligned}
$$

$$
\begin{equation*}
=\frac{1}{2} g^{\mu \lambda}\left(\delta g_{\mu \lambda}\right)_{; \alpha \beta} \tag{A.15}
\end{equation*}
$$

and replacing into the Palatini identity, Eq. (A.6),

$$
\begin{equation*}
\delta R_{\alpha \beta}=\frac{1}{2} g^{\mu \lambda}\left[\left(\delta g_{\alpha \lambda}\right)_{; \beta}+\left(\delta g_{\beta \lambda}\right)_{; \alpha}-\left(\delta g_{\alpha \beta}\right)_{; \lambda}\right]_{; \mu}-\frac{1}{2} g^{\mu \lambda}\left(\delta g_{\mu \lambda}\right)_{; \alpha \beta} \tag{A.16}
\end{equation*}
$$

Finally we can construct the variation of the Riccie scalar

$$
\begin{aligned}
\delta R & =\delta\left(g^{\alpha \beta} R_{\alpha \beta}\right) \\
& =R_{\alpha \beta} \delta g^{\alpha \beta}+g^{\alpha \beta} \delta R_{\alpha \beta} \\
& =R_{\alpha \beta} \delta g^{\alpha \beta}+\frac{1}{2}\left(g^{\mu \lambda} g^{\alpha \beta}\left(\delta g_{\alpha \lambda}\right)_{; \beta \mu}+g^{\mu \lambda} g^{\alpha \beta}\left(\delta g_{\beta \lambda}\right)_{; \alpha \mu}-g^{\mu \lambda} g^{\alpha \beta}\left(\delta g_{\alpha \beta}\right)_{; \lambda \mu}-g^{\alpha \beta} g^{\mu \lambda}\left(\delta g_{\mu \lambda}\right)_{; \alpha \beta}\right) \\
& =R_{\alpha \beta} \delta g^{\alpha \beta}+\frac{1}{2}\left(-\left(\delta g^{\beta \mu}\right)_{; \beta \mu}-\left(\delta g^{\alpha \mu}\right)_{; \alpha \mu}+\left(g^{\mu \lambda} g^{\alpha \beta} g_{\alpha \sigma} g_{\beta \rho} \delta g^{\sigma \rho}\right)_{; \lambda \mu}+\left(g^{\alpha \beta} g^{\mu \lambda} g_{\mu \sigma} g \lambda \rho \delta g^{\sigma \rho}\right)_{; \alpha \beta}\right) \\
& =R_{\alpha \beta} \delta g^{\alpha \beta}+\frac{1}{2}\left(-2\left(\delta g^{\alpha \mu}\right)_{; \alpha \mu}+\left(g^{\mu \lambda} \delta_{\rho}^{\alpha} g_{\alpha \sigma} \delta g^{\sigma \rho}\right)_{; \lambda \mu}+\left(g^{\alpha \beta} \delta_{\rho}^{\mu} g_{\mu \sigma} \delta g^{\sigma \rho}\right)_{; \alpha \beta}\right) \\
& =R_{\alpha \beta} \delta g^{\alpha \beta}-\left(\delta g^{\alpha \mu}\right)_{; \alpha \mu}+\left(g^{\alpha \beta} g_{\sigma \mu} \delta g^{\sigma \mu}\right)_{; \alpha \beta} \\
& =R_{\alpha \beta} \delta g^{\alpha \beta}-\left(\delta g^{\alpha \beta}\right)_{; \alpha \beta}+g_{\alpha \beta}\left(\delta g^{\alpha \beta}\right)_{; \mu}^{; \mu}
\end{aligned}
$$

(A.17)

## A. 1 Covariant derivative and Riemann tensor

The curvature of the spacetime can be interpreted in terms of the non-commutativity of the covariant derivatives of a vector $A^{\alpha}$. First covariant derivative is defined as

$$
\begin{equation*}
A_{; \mu}^{\alpha}=A_{, \mu}^{\alpha}+\Gamma_{\sigma \mu}^{\alpha} A^{\sigma}, \tag{A.18}
\end{equation*}
$$

and the second covariante derivative
(A.19)

$$
\begin{aligned}
A_{; \mu \nu}^{\alpha} & =\left(A_{, \mu}^{\alpha}+\Gamma_{\sigma \mu}^{\alpha} A^{\sigma}\right)_{; v} \\
& =\left(A_{, \mu}^{\alpha}\right)_{; v}+\left(\Gamma_{\sigma \mu}^{\alpha} A^{\sigma}\right)_{; v} \\
& =A_{, \mu v}^{\alpha}+\Gamma_{\sigma v}^{\alpha} A_{, \mu}^{\sigma}-\Gamma_{\mu \nu}^{\sigma} A_{, \sigma}^{\alpha}+\Gamma_{\sigma \mu, v}^{\alpha} A^{\sigma}+\Gamma_{\sigma \mu}^{\alpha} A_{, v}^{\sigma}+\Gamma_{\beta v}^{\alpha} \Gamma_{\sigma \mu}^{\beta} A^{\sigma}-\Gamma_{\mu \nu}^{\beta} \Gamma_{\sigma \beta}^{\alpha} A^{\sigma},
\end{aligned}
$$

when exchanging the indexes and subtracting stands out the fact of finding the Riemann tensor (A.1)

$$
A_{; \mu v}^{\alpha}-A_{; v \mu}^{\alpha}=\left(\Gamma_{\sigma \mu, v}^{\alpha}+\Gamma_{\beta v}^{\alpha} \Gamma_{\sigma \mu}^{\beta}-\Gamma_{\sigma v, \mu}^{\alpha}-\Gamma_{\beta \mu}^{\alpha} \Gamma_{\sigma v}^{\beta}\right) A^{\sigma}
$$

$$
\begin{equation*}
=R_{\sigma v \mu}^{\alpha} A^{\sigma} . \tag{A.20}
\end{equation*}
$$

## HAMILTONIAN VECTOR FIELD

Avery important formulation of the Hamiltonian mechanics is through the theoretical framework of the symplectic spaces. A symplectic manifold $(M, \omega)$ is a manifold $M$ together a closed and non-degenerate symplectic 2 -form $\omega$, and the Hamilton equations of motion can be obtained from a real valued and infinitely differentiable function $H$ defined on $M$, that is $H: M \rightarrow \Re$, whose exact differential results from contract the symplectic form with a vector field $X_{H}$ associated to $H$, that is [39]

$$
\begin{equation*}
\imath_{X_{H}} \omega=d H, \tag{B.1}
\end{equation*}
$$

where the left side of the equation stands for interior product. In the phase space $R^{2 n}$ with canonical coordinates ( $q_{1}, \ldots, q_{n}, p_{1}, \ldots, p_{n}$ ), the Darboux theroem stablish [21] that the 2 -form is given by

$$
\begin{equation*}
\omega=\sum_{i=1}^{n} d q_{i} \wedge d p_{i} \tag{B.2}
\end{equation*}
$$

where the symbol $\wedge$ means exterior product. Since $\omega$ is non-degenerate, there must be an only vector field $H$ that we suppose as

$$
\begin{equation*}
X_{H}=\sum_{i=1}^{n}\left(a_{i} \frac{\partial}{\partial q_{i}}+b_{i} \frac{\partial}{\partial p_{i}}\right) . \tag{B.3}
\end{equation*}
$$

Remembering that interior product satisfies a Leibniz rule, that is, if $\alpha$ is a $p$-form and $\beta$ is a $q$-form, then

$$
\begin{equation*}
\iota_{X}(\alpha \wedge \beta)=\left(\iota_{X} \alpha\right) \wedge \beta+(-1)^{p} \alpha \wedge\left(\iota_{X} \beta\right) \tag{B.4}
\end{equation*}
$$

## APPENDIX B. HAMILTONIAN VECTOR FIELD

thus

$$
\begin{align*}
\iota_{X_{H}} \omega & =\sum_{i=1}^{n}\left(\iota_{X_{H}} d q_{i}\right) \wedge d p_{i}-\sum_{i=1}^{n} d q_{i} \wedge\left(\iota_{X} d p_{i}\right) \\
& =\sum_{i=1}^{n}\left(a_{i} d p_{i}-d q_{i} b_{i}\right) \tag{B.5}
\end{align*}
$$

but the differential of the 0 -form $H$ is the 1 -form

$$
\begin{equation*}
d H=\sum_{i=1}^{n}\left(\frac{\partial H}{\partial q_{i}} d q_{i}+\frac{\partial H}{\partial p_{i}} d p_{i}\right) \tag{B.6}
\end{equation*}
$$

thus, equating similar terms in the equation (B.1)

$$
\begin{equation*}
a_{i}=\frac{\partial H}{\partial p_{i}} \quad \text { and } \quad b_{i}=-\frac{\partial H}{\partial q_{i}} \tag{B.7}
\end{equation*}
$$

and the associated vector field to $H$ will be

$$
\begin{equation*}
X_{H}=\sum_{i=1}^{n}\left(\frac{\partial H}{\partial p_{i}} \frac{\partial}{\partial q_{i}}-\frac{\partial H}{\partial q_{i}} \frac{\partial}{\partial p_{i}}\right) \tag{B.8}
\end{equation*}
$$

Remembering that the Poisson bracket of two functions defined in the phase space, that is, $f=f\left(q_{i}, p_{i}, t\right)$ and $g=g\left(q_{i}, p_{i}, t\right)$, is

$$
\begin{equation*}
\{f, g\}=\sum_{i=1}^{n}\left(\frac{\partial f}{\partial q_{i}} \frac{\partial g}{\partial p_{i}}-\frac{\partial f}{\partial p_{i}} \frac{\partial g}{\partial q_{i}}\right) \tag{B.9}
\end{equation*}
$$

thus, $X_{H}$ applied on a function $A=A\left(q_{i}, p_{i}, t\right)$ on the symplectic manifold, gives its time evolution

$$
\begin{equation*}
X_{H} A=\{A, H\}=\dot{A} \tag{B.10}
\end{equation*}
$$

but from

$$
\begin{equation*}
\dot{A}=\sum_{i=1}^{n}\left(\frac{\partial A}{\partial q_{i}} \frac{d q_{i}}{d t}+\frac{\partial A}{\partial p_{i}} \frac{d p_{i}}{d t}\right) \tag{B.11}
\end{equation*}
$$

Hamilton equations of motion are correspondingly

$$
\begin{equation*}
\dot{q}_{i}=\frac{\partial H}{\partial p_{i}} \quad \text { and } \quad \dot{p}=-\frac{\partial H}{\partial q_{i}} \tag{B.12}
\end{equation*}
$$

Since Eq. (B.1) is equivalent to (B.12), $X_{H}$ is called the Hamiltonian vector field or symplectic Hamiltonian gradient with Hamiltonian function $H$.


## Killing vectors and Surface Gravity of the BH event HORIZON

Killing vectors have special importance in almost all branches in Physics, since they describe the symmetries of the system under consideration in an invariant way, that is, without taking into account the reference frame. In particular a Killing vector field is defined as the vector $\xi$ generating diffeomorphisms ${ }^{1}$ which are isometries ${ }^{2}$ as well. This condition leads to the Lie derivative of the metric along the Killing vector field must be null

$$
\begin{equation*}
\mathfrak{L}_{\xi} g_{\mu \nu}=0, \tag{C.1}
\end{equation*}
$$

and since $g_{\mu \nu ; \sigma}=0$, the killing equation can be written as

$$
\begin{equation*}
\xi_{\mu ; v}+\xi_{v ; \mu}=0, \tag{C.2}
\end{equation*}
$$

which implies that the killing vector covariant derivative is an antisymmetric tensor, that is

$$
\begin{align*}
\xi_{[\mu ; v]} & =\frac{1}{2}\left(\xi_{\mu ; v}-\xi_{v ; \mu}\right) \\
& =\xi_{\mu ; v} . \tag{C.3}
\end{align*}
$$

It is useful to define

$$
\begin{equation*}
\xi^{2}=\xi_{\mu} \xi^{\mu} \tag{C.4}
\end{equation*}
$$

[^11]such that
\[

$$
\begin{align*}
\xi_{, \alpha}^{2} & =\xi_{; \alpha}^{2} \\
& =\xi_{\mu ; \alpha} \xi^{\mu}+\xi_{\mu} \xi_{; \alpha}^{\mu} \\
& =\xi_{\mu ; \alpha} \xi^{\mu}+g^{\mu \nu} \xi_{\mu} \xi_{v ; \alpha} \\
& =2 \xi_{\mu ; \alpha} \xi^{\mu}, \tag{C.5}
\end{align*}
$$
\]

and

$$
\begin{align*}
\xi_{[\alpha} \xi_{\beta ; \mu]} & =\frac{1}{6}\left(\xi_{\alpha} \xi_{\beta ; \mu}+\xi_{\mu} \xi_{\alpha ; \beta}+\xi_{\beta} \xi_{\mu ; \alpha}-\xi_{\alpha} \xi_{\mu ; \beta}-\xi_{\mu} \xi_{\beta ; \alpha}-\xi_{\beta} \xi_{\alpha ; \mu}\right) \\
& =\frac{1}{3}\left(\xi_{\alpha} \xi_{[\beta ; \mu]}+\xi_{\mu} \xi_{[\alpha ; \beta]}+\xi_{\beta} \xi_{[\mu ; \alpha]}\right) \tag{C.6}
\end{align*}
$$

and we can construct the quantity

$$
\begin{align*}
\xi_{[\alpha} \xi_{; \beta]}^{2} & =\frac{1}{2}\left(\xi_{\alpha} \xi_{; \beta}^{2}-\xi_{\beta} \xi_{; \alpha}^{2}\right) \\
& =\left(\xi_{\alpha} \xi_{\mu ; \beta} \xi^{\mu}-\xi_{\beta} \xi_{\mu ; \alpha} \xi^{\mu}\right) \\
& =-\xi^{\mu}\left(\xi_{\alpha} \xi_{[\beta ; \mu]}+\xi_{\mu} \xi_{[\alpha ; \beta]}+\xi_{\beta} \xi_{[\mu ; \alpha]}\right)+\xi^{2} \xi_{\alpha ; \beta} \\
& =-3 \xi^{\mu} \xi_{[\alpha} \xi_{\beta ; \mu]}+\xi^{2} \xi_{\alpha ; \beta} . \tag{C.7}
\end{align*}
$$

The event horizon ( $H$ ) of a BH is a null surface with vector field $\xi^{\mu}$ normal to it, that is, $\xi^{\mu}$ is tangent to the null generators of the Killing horizon, and

$$
\begin{equation*}
\xi^{2} \stackrel{H}{=}_{0} \tag{C.8}
\end{equation*}
$$

where the $H$ over the equal represents an evaluation on the event horizon, thus the identity (C.7) will be

$$
\begin{equation*}
\xi_{[\alpha} \xi_{; \beta]}^{2} \stackrel{H}{=}-3 \xi^{\mu} \xi_{[\alpha[ } \xi_{\beta ; \mu]}, \tag{C.9}
\end{equation*}
$$

however from the condition (C.8), we can construct the Eq. (C.6), by multiplying it for a scalar $\xi^{\alpha} \xi^{\beta} \xi_{\alpha ; \beta}$, that is

$$
\begin{equation*}
\xi^{2} \xi^{\alpha} \xi^{\beta} \xi_{\alpha ; \beta} \stackrel{H}{=} 0, \tag{C.10}
\end{equation*}
$$

doing a permutation of the indices and adding

$$
\begin{equation*}
\xi^{2} \xi^{\beta} \xi^{\mu} \xi_{\beta ; \mu}+\xi^{2} \xi^{\alpha} \xi^{\beta} \xi_{\alpha ; \beta}+\xi^{2} \xi^{\mu} \xi^{\alpha} \xi_{\mu ; \alpha}{ }^{H} 0 \tag{C.11}
\end{equation*}
$$

from which it is obtained

$$
\begin{array}{r}
\xi_{\alpha} \xi_{[\beta ; \mu]}+\xi_{\mu} \xi_{[\alpha ; \beta]}+\xi_{\beta} \xi_{[\mu ; \alpha]}{ }^{H} 0 \\
\xi_{[\alpha} \xi_{\beta ; \mu]}{ }^{H} 0, \tag{C.12}
\end{array}
$$

and therefore

$$
\begin{array}{r}
\xi_{[\alpha} \xi^{2}{ }_{; \beta]}{ }^{H}=0 \\
\xi_{\alpha} \xi^{2}{ }_{; \beta}-\xi_{\beta} \xi^{2}{ }_{; \alpha}{ }^{H}=0 \\
\xi_{\alpha} \xi_{\mu ; \beta} \xi^{\mu}-\xi_{\beta} \xi_{\mu ; \alpha} \xi^{\mu}{ }^{H}= \tag{C.13}
\end{array}
$$

where we have used the identity (C.5). This relation shows that the killing vectors evaluated over the event horizon are proportional to its covariant derivatives, since using the killing equation

$$
\begin{equation*}
\xi_{\alpha} \xi_{\beta ; \mu} \xi^{\mu}{ }^{H} \xi_{\beta} \xi_{\alpha ; \mu} \xi^{\mu} \tag{C.14}
\end{equation*}
$$

it is possible to make a "separation" because $\xi_{\alpha}$ and $\xi_{\beta}$ could be thinking as independent variables, but with the same behaviour at the event horizon, and so they must vary independently, implying that

$$
\begin{align*}
& \xi_{\mu ; \nu} \xi^{v} \stackrel{H}{\propto} \xi_{\mu} \\
& \xi_{\mu ; ;} \xi^{v}{ }^{H} \kappa_{s} \xi_{\mu} \tag{C.15}
\end{align*}
$$

where $\kappa$ is the proportionality constant ${ }^{3}$. In spite that the norm of the killing vector is zero at the event horizon, we are interested in knowing the behaviour of its covariant derivative, so using the killing equation and completing the square we could write the above equation as

$$
\begin{equation*}
\xi_{; \mu}^{2} \stackrel{H}{=}-2 \kappa_{s} \xi_{\mu} . \tag{C.16}
\end{equation*}
$$

Using this equation the dependence of the constant $\kappa$ in terms of the killing vectors could be seen, multiplying both sides of Eq. (C.12) by $\xi^{\beta ; \mu}$ and using the killing equation
(C.17)

$$
\begin{aligned}
& \xi_{\alpha} \xi_{\beta ; \mu} \xi^{\xi ; \mu} \stackrel{H}{=}-\xi_{\mu} \xi_{\alpha ; \beta} \xi^{\beta ; \mu}-\xi_{\beta} \xi_{\mu ; \alpha} \xi^{\xi ; \mu} \\
& \stackrel{H}{=}-\kappa_{s} \xi_{\alpha ; \beta} \xi^{\beta}+\kappa_{s} \xi_{\mu ; \alpha} \xi^{\mu} \\
& \stackrel{H}{=}-2 \kappa_{s}^{2} \xi_{\alpha},
\end{aligned}
$$

from where

$$
\begin{equation*}
\kappa_{s}^{2} \stackrel{H}{=}-\frac{1}{2} \xi_{\mu ; ;} \xi^{\mu ; v} \text {, } \tag{C.18}
\end{equation*}
$$

this expression in any particular case could be found from the metric elements

$$
\begin{equation*}
d s^{2}=g_{\mu \nu} d x^{\mu} d x^{\nu} . \tag{C.19}
\end{equation*}
$$

In next section we calculate explicitly the surface gravity at the event horizon of a Black Hole in the $f(R)$ gravity in the static and spherically symmetric case.

[^12]
## C. 1 Surface Gravity

Let us consider a static and spherically symmetric vacuum solution of the Field Equations in $f(R)$ gravity without electromagnetic fields, described by the metric (4.26)

$$
\begin{equation*}
d s^{2}=-a(r) d t^{2}+a^{-1}(r) d r^{2}+r^{2} d \Omega^{2} \tag{C.20}
\end{equation*}
$$

written in terms of the function $a$ of the coordinate $r$

$$
\begin{equation*}
a(r)=1-\frac{1}{6} \frac{f\left(R_{0}\right)}{f^{\prime}\left(R_{0}\right)} r^{2}-\frac{R_{S}}{r} . \tag{C.21}
\end{equation*}
$$

and consider the covariant derivatives of its timelike killing vectors ${ }^{4}, \xi^{\alpha}=\delta_{t}^{\alpha}$ and $\xi_{\alpha}=g_{\alpha t}$, that is

$$
\begin{align*}
\xi_{\alpha ; \beta} & =\xi_{\alpha, \beta}-\Gamma_{\alpha \beta}^{\sigma} \xi_{\sigma} \\
& =g_{\alpha t, \beta}-\Gamma_{\alpha \beta}^{t} g_{t t} \tag{C.22}
\end{align*}
$$

with

$$
\begin{aligned}
\Gamma_{\alpha \beta}^{t} & =\frac{1}{2} g^{t \lambda}\left(g_{\lambda \alpha, \beta}+g_{\lambda \beta, \alpha}-g_{\alpha \beta, \lambda}\right) \\
& =\frac{1}{2} g^{t t}\left(g_{t \alpha, \beta}+g_{t \beta, \alpha}\right)
\end{aligned}
$$

(C.23)
where it is supposed that the metric components are independet of time, $g_{\alpha \beta, t}=0$, so

$$
\begin{align*}
\xi^{\alpha ; \beta} & =\xi^{\alpha, \beta}+\Gamma_{\sigma \rho}^{\alpha} \xi^{\sigma} g^{\rho \beta} \\
& =\Gamma_{t \beta}^{\alpha} g^{\beta \beta} \tag{C.24}
\end{align*}
$$

and since that metric components are only function of $r$ coordinate,

$$
\begin{align*}
\Gamma_{t \beta}^{\alpha} & =\frac{1}{2} g^{\alpha \lambda}\left(g_{\lambda t, \beta}-g_{t \beta, \lambda}\right) \\
& =\frac{1}{2}\left(g^{\alpha t} g_{t t, \beta}-g^{\alpha r} g_{t \beta, r}\right) \tag{C.25}
\end{align*}
$$

Now we are enabled to write the next covariant derivative product

$$
\begin{align*}
\xi_{\alpha ; \beta} \xi^{\alpha ; \beta} & =\left(g_{\alpha t, \beta}-\Gamma_{\alpha \beta}^{t} g_{t t}\right) \Gamma_{t \beta}^{\alpha} g^{\beta \beta} \\
& =\frac{1}{4}\left(g_{t \alpha, \beta}-g_{t \beta, \alpha}\right)\left(g^{\alpha t} g_{t t, \beta}-g^{\alpha r} g_{t \beta, r}\right) g^{\beta \beta} \\
& =\frac{1}{4}\left(g_{t \alpha, r} g^{r \beta}-g_{t t, \alpha} g^{t \beta}\right)\left(g^{\alpha t} g_{t t, \beta}-g^{\alpha r} g_{t \beta, r}\right) \\
& =\frac{1}{2} g^{r r} g^{t t}\left(g_{t t, r}\right)^{2} \tag{C.26}
\end{align*}
$$

[^13]where components of metric are $g_{t t}=-a(r), g^{t t}=-a^{-1}(r)$ and $g^{r r}=a(r)$, thus replacing in (C.18)
\[

$$
\begin{equation*}
\kappa_{s} \stackrel{H}{=} \frac{1}{2} a^{\prime}(r), \tag{C.27}
\end{equation*}
$$

\]

where the comma stands for the total derivative with respect the coordinate. Thus

$$
\begin{equation*}
\kappa_{s} \stackrel{H}{=} \frac{1}{2} \frac{R_{S}}{r^{2}}-\frac{1}{6} \frac{f\left(R_{0}\right)}{f^{\prime}\left(R_{0}\right)} r, \tag{C.28}
\end{equation*}
$$

However the event horizon is defined when

$$
\begin{equation*}
1-\frac{1}{6} \frac{f\left(R_{0}\right)}{f^{\prime}\left(R_{0}\right)} r^{2}-\frac{R_{S}}{r} \stackrel{H}{=} 0, \tag{C.29}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{1}{2} \frac{R_{S}}{r^{2}} \stackrel{H}{=} \frac{1}{2} \frac{1}{r}-\frac{1}{12} \frac{f\left(R_{0}\right)}{f^{\prime}\left(R_{0}\right)} r, \tag{C.30}
\end{equation*}
$$

with which
(C.31)

$$
\kappa_{s} \stackrel{H}{=} \frac{1}{2 r}+\frac{1}{4} \frac{f\left(R_{0}\right)}{f^{\prime}\left(R_{0}\right)} r .
$$

## C. 2 Killing vector field and Riemann tensor

In section A. 1 of appendix A is presented a relation between Riemann tensor and covariant derivatives of any vector, for example the killing vector $\xi_{\mu}$, i.e.

$$
\begin{equation*}
\xi_{\mu ; \alpha \beta}-\xi_{\mu ; \beta \alpha}=\xi_{\sigma} R_{\mu \alpha \beta}^{\sigma}, \tag{C.32}
\end{equation*}
$$

which arises from the non-commutativity of the covariant derivative. Whit this relation in mind and the fact that the sum over the permutation of the lower index of the Riemann tensor vanishes [47, 141]

$$
\begin{equation*}
R_{[\mu \alpha \beta]}^{\sigma}=0, \tag{C.33}
\end{equation*}
$$

or equivalently
(C.34)

$$
\begin{aligned}
& \xi_{\sigma}\left(R_{\mu \alpha \beta}^{\sigma}+R_{\beta \mu \alpha}^{\sigma}+R_{\alpha \beta \mu}^{\sigma}\right)=0 \\
& \xi_{\sigma} R_{\mu \alpha \beta}^{\sigma}+\xi_{\beta ; \mu \alpha}-\xi_{\beta ; \alpha \mu}+\xi_{\alpha ; \beta \mu}-\xi_{\alpha ; \mu \beta}=0 \\
& \xi_{\sigma} R_{\mu \alpha \beta}^{\sigma}+\xi_{\mu ; \alpha \beta}-\xi_{\mu ; \beta \alpha}-2 \xi_{\beta ; \alpha \mu}=0 \\
& 2 \xi_{\sigma} R_{\mu \alpha \beta}^{\sigma}-2 \xi_{\beta ; \alpha \mu}=0,
\end{aligned}
$$

where it has been used the killing equation in the third line. Thus the second covariant derivative of any killing vector can be understood in terms of the Riemann tensor and must satisfy the equation
(C.35)

$$
\xi_{\sigma} R_{\mu \alpha \beta}^{\sigma}=\xi_{\beta ; \alpha \mu},
$$

which allow us to write the mixed covariant derivatives (C.32) as

$$
\begin{equation*}
\xi_{\mu ; \alpha \beta}-\xi_{\mu ; \beta \alpha}=\xi_{\beta ; \alpha \mu} . \tag{C.36}
\end{equation*}
$$



## Noether Charge and Entropy in General Relativity

$\sim$eneral Relativity can be obtained from the general Lagrangian density

$$
\begin{equation*}
\mathscr{L}\left(g_{\alpha \beta}, R, T_{\alpha \beta}\right)=\frac{1}{2 \kappa} \mathscr{L}_{H}+\mathscr{L}_{\text {matter }} \tag{D.1}
\end{equation*}
$$

where $\mathscr{L}_{\text {matter }}=\mathscr{L}_{m}\left(T_{\alpha \beta}\right)$, the constant $\kappa=8 \pi$, and the Einstein Hilbert Lagrangian is defined as

$$
\begin{equation*}
\mathscr{L}_{H}=\mathscr{L}_{H}\left(g_{\alpha \beta}, R\right)=\sqrt{-g} R, \tag{D.2}
\end{equation*}
$$

The first variation of this Lagrangian is

$$
\begin{equation*}
\delta \mathscr{L}_{H}=\frac{\partial \mathscr{L}_{H}}{\partial g^{\alpha \beta}} \delta g^{\alpha \beta}+\frac{\partial \mathscr{L}_{H}}{\partial R} R_{\alpha \beta} \delta g^{\alpha \beta}+\frac{\partial \mathscr{L}_{H}}{\partial R}\left[g_{\alpha \beta} g^{\mu v}\left(\delta g^{\alpha \beta}\right)_{; \mu \nu}-\left(\delta g^{\alpha \beta}\right)_{; \alpha \beta}\right] \tag{D.3}
\end{equation*}
$$

with Ricci scalar given by Eq. (A.17). So, applying the method proposed by Wald [191]
(D.4)

$$
\frac{\partial \mathscr{L}_{H}}{\partial R}\left(\delta g^{\alpha \beta}\right)_{; \alpha \beta}=\left[\frac{\partial \mathscr{L}_{H}}{\partial R}\left(\delta g^{\alpha \beta}\right)_{; \alpha}\right]_{; \beta}-\left[\left(\frac{\partial \mathscr{L}_{H}}{\partial R}\right)_{; \beta} \delta g^{\alpha \beta}\right]_{; \alpha}+\left(\frac{\partial \mathscr{L}_{H}}{\partial R}\right)_{; \beta \alpha} \delta g^{\alpha \beta}
$$

thus

$$
\begin{array}{r}
\delta \mathscr{L}_{H}=\left[\frac{\partial \mathscr{L}_{H}}{\partial g^{\alpha \beta}}+\frac{\partial \mathscr{L}_{H}}{\partial R} R_{\alpha \beta}+g_{\alpha \beta} g^{\mu v}\left(\frac{\partial \mathscr{L}_{H}}{\partial R}\right)_{; v \mu}-\left(\frac{\partial \mathscr{L}_{H}}{\partial R}\right)_{; \beta \alpha}\right] \delta g^{\alpha \beta}+g_{\alpha \beta} g^{\mu v}\left[\frac{\partial \mathscr{L}_{H}}{\partial R}\left(\delta g^{\alpha \beta}\right)_{; \mu}\right]_{; v}- \\
g_{\alpha \beta} g^{\mu v}\left[\left(\frac{\partial \mathscr{L}_{H}}{\partial R}\right)_{; v} \delta g^{\alpha \beta}\right]_{; \mu}-\left[\frac{\partial \mathscr{L}_{H}}{\partial R}\left(\delta g^{\alpha \beta}\right)_{; \alpha}\right]_{; \beta}+\left[\left(\frac{\partial \mathscr{L}_{H}}{\partial R}\right)_{; \beta} \delta g^{\alpha \beta}\right]_{; \alpha}
\end{array}
$$

(D.5)
this expression is simplified since for the Einstein Hilbert Lagrangian (6.60)
(D.6)

$$
\left(\frac{\partial \mathscr{L}_{H}}{\partial R}\right)_{; \mu}=0
$$

therefore
(D.7) $\quad \delta \mathscr{L}_{H}=\left(\frac{\partial \mathscr{L}_{H}}{\partial g^{\alpha \beta}}+\frac{\partial \mathscr{L}_{H}}{\partial R} R_{\alpha \beta}\right) \delta g^{\alpha \beta}+g_{\alpha \beta} g^{\mu \nu}\left[\frac{\partial \mathscr{L}_{H}}{\partial R}\left(\delta g^{\alpha \beta}\right)_{; \mu}\right]_{; v}-\left[\frac{\partial \mathscr{L}_{H}}{\partial R}\left(\delta g^{\alpha \beta}\right)_{; \alpha}\right]_{; \beta}$, whereas the variation of the total Lagrangian (D.1),

$$
\begin{equation*}
\delta \mathscr{L}=\frac{1}{2 \kappa} \delta \mathscr{L}_{H}+\delta \mathscr{L}_{m} \tag{D.8}
\end{equation*}
$$

has the same form as Eq. (6.9), with

$$
\begin{equation*}
A_{\mu \nu}=\frac{1}{2 \kappa}\left(\frac{\partial \mathscr{L}_{H}}{\partial g^{\mu \nu}}+\frac{\partial \mathscr{L}_{H}}{\partial R} R_{\mu \nu}\right)+\frac{\partial \mathscr{L}_{m}}{\partial g^{\mu \nu}}, \tag{D.9}
\end{equation*}
$$

and the symplectic potential

$$
\begin{equation*}
\tilde{\theta}_{; v}^{v}=\frac{1}{2 \kappa}\left[g_{\alpha \beta} g^{\mu \nu} \frac{\partial \mathscr{L}_{H}}{\partial R}\left(\delta g^{\alpha \beta}\right)_{; \mu}-\frac{\partial \mathscr{L}_{H}}{\partial R}\left(\delta g^{\mu v}\right)_{; \mu}\right]_{; v}, \tag{D.10}
\end{equation*}
$$

hence

$$
\begin{equation*}
\tilde{\theta}^{v}=\frac{1}{2 \kappa} \frac{\partial \mathscr{L}_{H}}{\partial R}\left(g^{\mu v} \delta g-\delta g^{\mu v}\right)_{; \mu} \tag{D.11}
\end{equation*}
$$

where $\delta g=g_{\mu \nu} \delta g^{\mu \nu}$, and by

$$
\begin{equation*}
\frac{\partial \mathscr{L}_{H}}{\partial R}=\sqrt{-g} \quad \text { and } \quad \frac{\partial \mathscr{L}_{H}}{\partial g^{\mu \nu}}=-\frac{1}{2} \sqrt{-g} R g_{\mu \nu} \tag{D.12}
\end{equation*}
$$

equations of motion are equivalent to $A_{\mu v}$,

$$
\begin{equation*}
\frac{1}{2 \kappa}\left(\frac{\partial \mathscr{L}_{H}}{\partial g^{\mu \nu}}+\frac{\partial \mathscr{L}_{H}}{\partial R} R_{\mu \nu}\right)+\frac{\partial \mathscr{L}_{m}}{\partial g^{\mu \nu}}=0 \tag{D.13}
\end{equation*}
$$

thus we have arrived to the Einstein Field equations for the General Relativity Theory

$$
\begin{equation*}
R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}=\kappa T_{\mu \nu} \text {. } \tag{D.14}
\end{equation*}
$$

And the symplectic potential associated to the general relativity Lagrangian density is

$$
\begin{equation*}
\theta^{\mu}=\frac{1}{2 \kappa}\left(g^{\mu v} \delta g-\delta g^{\mu v}\right)_{; v} . \tag{D.15}
\end{equation*}
$$

And noting that
(D.16)

$$
\mathfrak{L}_{\zeta} g_{\mu \nu}=\delta g_{\mu \nu}=-\xi_{\mu ; v}-\xi_{v ; \mu},
$$

potential will be
(D.17)

$$
\begin{aligned}
\theta^{\mu} & =\frac{1}{2 \kappa}\left[g^{\mu v} g_{\alpha \beta} \delta g^{\alpha \beta}-\delta g^{\mu v}\right]_{; v} \\
& =\frac{1}{2 \kappa}\left(-2 \xi_{; \alpha}^{\alpha ; \mu}+\xi^{\mu ; v}{ }_{; v}+\xi^{v ; \mu}{ }_{; v}\right),
\end{aligned}
$$

but since covariant derivatives do not commute, Eq. (C.32),
(D.18)

$$
\xi_{; \alpha}^{\alpha ; \mu}=-\xi_{\alpha} R^{\alpha \mu}+\xi^{\alpha ; \mu}{ }_{; \alpha}
$$

hence
(D.19)

$$
\theta^{\mu}=\frac{1}{2 \kappa}\left(2 \xi_{\alpha} R^{\alpha \mu}+\xi_{; v}^{\mu, v}-\xi_{; v}^{v ; \mu}\right),
$$

Now, Noether current is

$$
\begin{align*}
j^{\mu} & =\theta^{\mu}-\xi^{\mu} L \\
& =\frac{1}{\kappa} \xi_{; v}^{[\mu ; v]}+\xi_{v} T^{\mu v}-\xi^{\mu} L_{m} \tag{D.20}
\end{align*}
$$

where we have used in the second line the Einstein field equation, moreover we know from the stress-energy tensor definition that

$$
\begin{equation*}
T_{\mu v}=-2 \frac{\delta L_{m}}{\delta g^{\mu v}}+L_{m} g_{\mu v} \tag{D.21}
\end{equation*}
$$

so if we assume that the matter fields do not depend on geometry, Noether current can be written as

$$
\begin{align*}
j^{\mu} & =\frac{1}{\kappa} \xi^{[\mu ; v]} ; v+\xi_{v} L_{m} g^{\mu v}-\xi^{\mu} L_{m} \\
& =\frac{1}{\kappa} \xi^{[\mu ; v]} ; v . \tag{D.22}
\end{align*}
$$

Since the Noether charge is defined in terms of the current, Eq. (6.29)

$$
\begin{equation*}
j^{\mu}=Q_{; v}^{\mu v}, \tag{D.23}
\end{equation*}
$$

therefore
(D.24)

$$
Q^{\mu \nu}=\frac{1}{\kappa} \xi^{[\mu ; v]},
$$

so

$$
\begin{equation*}
Q^{\mu v}=\frac{1}{\kappa} \xi^{\mu ; v} \tag{D.25}
\end{equation*}
$$

and the Black Hole entropy

$$
\begin{align*}
S_{H} & =\frac{2 \pi G}{\kappa_{s}} \int_{\partial \mathfrak{B}} d \sigma_{\mu v} Q^{\mu v} \\
& =\frac{1}{4} \int_{\sigma} d^{2} \sigma \tag{D.26}
\end{align*}
$$

where we have used the Eq. (6.90). Finally it is found the relation for the Black Hole entropy and its area
(D.27)

$$
S_{H}=\frac{1}{4} A
$$

## OSTROGRADSKY INSTABILITY

It would seem that nature relates the variables of physical systems by means of first or second order differential equations, for example Newton's second law, Maxwell's equations, Schrödinger equation, Einstein's field equations, etc. Perhaps this is because the dynamics of material particles are described simply in terms of their positions, velocities and accelerations, which are no more than low-order derivatives, it is precisely the knowledge of these positions at all time that constitutes physical determinism from the point of view of causality in spacetime. Although there is no law of nature that forbids higher-order differential equations to describe any physical system, manifest energy instabilities in the Hamiltonian of a system whose Lagrangian depends on derivatives of order higher than one, make it evident that such lagrangians are lacking in the literature. This statement is known as the Ostrogradsky theorem, which will be described in this appendix in the framework of Lagrangian mechanics since its validity can be extended to classical Lagrangian field theories.

The second order differential Euler-Lagrange equations of motion for a system of $N$ particles and $s$ degrees of freedom, governed by a Lagrangian depending on the generalised coordinates $q_{j}$ and velocities $\dot{q}_{j}$, with $j=1, \ldots, s$ and $s=3 N$, are given by

$$
\begin{equation*}
\frac{\partial L}{\partial q_{j}}-\frac{d}{d t} \frac{\partial L}{\partial \dot{q_{j}}}=0 \tag{E.1}
\end{equation*}
$$

or equivalently written

$$
\begin{equation*}
\frac{\partial^{2} L}{\dot{q}_{i} \dot{q}_{j}} \ddot{q}_{i}=\frac{\partial L}{\partial q_{j}}-\frac{\partial^{2} L}{\partial t \partial \dot{q}_{j}}-\frac{\partial^{2} L}{\partial \dot{q}_{j} \partial q_{i}} \dot{q}_{i} \tag{E.2}
\end{equation*}
$$

note that in order for these equations to be cast in the form of Newton's second law,

$$
\begin{equation*}
\ddot{q}=F(q, \dot{q}), \tag{E.3}
\end{equation*}
$$

it is necessary that

$$
\begin{equation*}
\frac{\partial^{2} L}{\dot{q}_{i} \dot{q_{j}}} \neq 0 \tag{E.4}
\end{equation*}
$$

which is known as the non-degeneracy of the Lagrangian and implies that the kinetic term of $L$, whose form is quadratic, can be inverted in the phase space, $\left(q_{j}, p_{j}\right)$ with

$$
\begin{equation*}
p_{j}=\frac{\partial L}{\partial \dot{q}_{j}} \tag{E.5}
\end{equation*}
$$

whereby $\dot{q}_{j}=\dot{q}_{j}\left(q_{i}, p_{i}\right)$. Eq. (E.3) further ensures that the state of the system can be found at any instant if the initial values of position $q_{0}$ and velocity $\dot{q}_{0}$ are known, i.e.,

$$
\begin{equation*}
q(t)=q\left(q_{0}, \dot{q}_{0}, t\right) \tag{E.6}
\end{equation*}
$$

In the next section we will derive the Euler-Lagrange equations and review the instability of the Hamiltonian for theories whose Lagrangian depends on accelerations.

## E. $1 \quad L=L(q, \dot{q}, \ddot{q}, t)$

Let us consider the case when the Lagrangian is a function not only of positions and velocities, as in the previous case, but also of the generalised accelerations, $\ddot{q}$, however, for simplicity we will assume that the Lagrangian has only one degree of freedom, i.e. defined as $L=L(q, \dot{q}, \ddot{q}, t)$, with which the action is constructed as

$$
\begin{equation*}
I=\int_{t_{1}}^{t_{2}} d t L(q, \dot{q}, \ddot{q}, t) \tag{E.7}
\end{equation*}
$$

and effecting the variation

$$
\begin{equation*}
\delta L=\frac{\partial L}{\partial q}+\frac{\partial L}{\partial \dot{q}} \delta \dot{q}+\frac{\partial L}{\partial \ddot{q}} \delta \ddot{q}, \tag{E.8}
\end{equation*}
$$

with

$$
\begin{equation*}
\frac{\partial L}{\partial \dot{q}} \delta \dot{q}=\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}} \delta q\right)-\frac{d}{d t} \frac{\partial L}{\partial \dot{q}} \delta q \tag{E.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial L}{\partial \ddot{q}} \delta \ddot{q}=\frac{d}{d t}\left(\frac{\partial L}{\partial \ddot{q}} \delta \dot{q}\right)-\frac{d}{d t}\left(\frac{d}{d t} \frac{\partial L}{\partial \ddot{q}} \delta q\right)+\frac{d^{2}}{d t^{2}} \frac{\partial L}{\partial \ddot{q}} \delta q \tag{E.10}
\end{equation*}
$$

where the commutation of the time derivative and variation operators was assumed. In this way

$$
\begin{equation*}
\delta I=\left[\left(\frac{\partial L}{\partial \dot{q}}-\frac{d}{d t} \frac{\partial L}{\partial \ddot{q}}\right) \delta q+\frac{\partial L}{\partial \ddot{q}} \delta \dot{q}\right]_{t_{1}}^{t_{2}}+\int_{t_{1}}^{t_{2}} d t\left[\frac{\partial L}{\partial q}-\frac{d}{d t} \frac{\partial L}{\partial \dot{q}}+\frac{d^{2}}{d t^{2}} \frac{\partial L}{\partial \ddot{q}}\right] \delta q \tag{E.11}
\end{equation*}
$$

the integrated term cancels out when the conditions $\left.\delta q\right|_{t_{1}, t_{2}}=\left.\delta \dot{q}\right|_{t_{1}, t_{2}}=0$ are satisfied and the Euler-Lagrange equations are found to be

$$
\begin{equation*}
\frac{\partial L}{\partial q}-\frac{d}{d t} \frac{\partial L}{\partial \dot{q}}+\frac{d^{2}}{d t^{2}} \frac{\partial L}{\partial \ddot{q}}=0 . \tag{E.12}
\end{equation*}
$$

These are a fourth order differential equations and we need to know four initial value data to solve entirely the problem. Again, under the condition of non-degeneracy

$$
\begin{equation*}
\frac{\partial^{2} L}{\partial \dot{q}^{2}} \neq 0 \tag{E.13}
\end{equation*}
$$

we can write a form similar to newton's second law,

$$
\begin{equation*}
\frac{d^{4} q}{d t^{4}}=F(q, \dot{q}, \ddot{q}, \dddot{q}) \tag{E.14}
\end{equation*}
$$

and

$$
\begin{equation*}
q=q\left(q_{0}, \ldots, \dddot{q}_{0}, t\right) \tag{E.15}
\end{equation*}
$$

The total energy or Hamiltonian of the system, expressed in terms of the time dependent coordinates $q_{1}$ and $q_{2}$, and momenta $p_{1}$ and $p_{2}$, is related to the Lagrangian via a Legendre transformation

$$
\begin{equation*}
H\left(p_{1}, p_{2}, q_{1}, q_{2}, t\right)+L\left(q_{1}, q_{2}, \dot{q}_{1}, \dot{q}_{2}, t\right)=p_{1} \dot{q}_{1}+p_{2} \dot{q}_{2} \tag{E.16}
\end{equation*}
$$

from which the Hamilton's equations are
(E.17)

$$
\dot{q}_{i}=\frac{\partial H}{\partial p_{i}} \quad \text { and } \quad \dot{p}_{i}=-\frac{\partial H}{\partial q_{i}}
$$

with $i=1,2$.

$$
\begin{equation*}
q_{1} \equiv q, \quad \text { and } \quad q_{2} \equiv \dot{q} \tag{E.18}
\end{equation*}
$$

and the conjugated momenta

$$
\begin{align*}
\dot{p}_{1} & =\frac{\partial L}{\partial q_{i}} \\
& =\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}}-\frac{d}{d t} \frac{\partial L}{\partial \ddot{q}}\right), \tag{E.19}
\end{align*}
$$

and

$$
\begin{align*}
\dot{p}_{2} & =-\frac{\partial H}{\partial \dot{q}_{1}} \\
& =-p_{1}+\frac{\partial L}{\partial \dot{q}_{1}} \\
& =\frac{d}{d t} \frac{\partial L}{\partial \ddot{q}} \tag{E.20}
\end{align*}
$$

that is to say

$$
\begin{equation*}
p_{1}=\frac{\partial L}{\partial \dot{q}}-\frac{d}{d t} \frac{\partial L}{\partial \ddot{q}}, \quad \text { and } \quad p_{2}=\frac{\partial L}{\partial \ddot{q}} . \tag{E.21}
\end{equation*}
$$

The fact that the Lagrangian is non-degenerate allows us to invert the equations (E.18) and (E.21) in phase space and thus determine $\ddot{q}=\ddot{q}\left(q_{1}, q_{2}, p_{2}\right)$, thus, the Hamiltonian can be written as

$$
\begin{equation*}
H\left(p_{1}, p_{2}, q_{1}, q_{2}, t\right)=p_{1} \dot{q}_{1}+p_{2} \ddot{q}_{1}\left(q_{1}, q_{2}, p_{2}\right)-L\left(q_{1}, q_{2}, \dot{q}_{1}, \dot{q}_{2}, t\right) \tag{E.22}
\end{equation*}
$$

the linear dependence of the Hamiltonian on the momentum $p_{2}$ is conditional on the form that the function $\ddot{q}\left(q_{1}, q_{2}, p_{2}\right)$ may take, however this same consideration cannot be taken into account for $p_{1}$, i.e., regardless of the form of $L(q, \dot{q}, \ddot{q})$, the Hamiltonian will be linearly dependent on $p_{1}$, therefore its value cannot be bounded below.

## E. 2 Ostrogradsky Theorem

Ostrogradsky Theorem: A system governed by a non-degenerate Lagrangian, L, which depends on the derivatives of order greater than one of the $q$-coordinates, i.e. $L=L\left(q, \dot{q}, \ldots, \frac{d^{(m)} q}{d t^{(m)}}, t\right)$ with $m>1$, has a Hamiltonian which is linearly dependent on the conjugate momentum $p$, and which is not bounded from below.

The following outlines the arguments of this theorem by generalising the steps followed in the previous section.

In the general case of a non-degenerate Lagrangian that depends up to the $m$-th time derivative of the coordinates, $L=L\left(q, \ldots, d_{t}^{(m)} q, t\right)$, where $d_{t}^{(m)}=\frac{d^{(m)}}{d t^{(m)}}$, the Euler-Lagrange equations are

$$
\begin{equation*}
\sum_{n=0}^{m}(-1)^{n} d_{t}^{(n)} \frac{\partial L}{\partial\left(d_{t}^{(n)} q\right)}=0 \tag{E.23}
\end{equation*}
$$

and the Hamiltonian

$$
\begin{equation*}
H\left(p_{1}, \ldots, p_{m}, q_{1}, \ldots, q_{m}, t\right)=\sum_{n=1}^{m} p_{n} \dot{q}_{n}-L\left(q_{1}, \ldots, q_{m}, \dot{q}_{1}, \ldots, \dot{q}_{m}, t\right) \tag{E.24}
\end{equation*}
$$

and defining

$$
\begin{equation*}
q_{i}=d_{t}^{(i-1)} q \tag{E.25}
\end{equation*}
$$

with $i=1, \ldots, m$, by means of the canonical equations

$$
\begin{equation*}
\dot{q}_{i}=\frac{\partial H}{\partial p_{i}} \quad \text { and } \quad \dot{p}_{i}=-\frac{\partial H}{\partial q_{i}} \tag{E.26}
\end{equation*}
$$

it is found

$$
\begin{equation*}
\dot{p}_{i}=\frac{\partial L}{\partial\left(d_{t}^{i-1} q_{i-1}\right)}-p_{i-1}, \tag{E.27}
\end{equation*}
$$

therefore, the Euler-Lagrange equations lead to

$$
\begin{equation*}
p_{i}=\sum_{n=0}^{m-i}(-1)^{n} d_{t}^{(n)} \frac{\partial L}{\partial\left(d_{t}^{(n+i)} q\right)} . \tag{E.28}
\end{equation*}
$$

Now, the non-degeneracy of the Lagrangian

$$
\begin{equation*}
\frac{\partial^{2} L}{\partial\left(d_{t}^{(m)} q\right)^{2}} \neq 0 \tag{E.29}
\end{equation*}
$$

implies that it is possible to invert the equations (E.25) and (E.28) in phase space and thus obtain $d_{t}^{(m)} q=d_{t}^{(m)} q\left(q_{1}, \ldots, q_{m}, p_{m}\right)$, and finally

$$
H\left(p_{1}, \ldots, p_{m}, q_{1}, \ldots, q_{m}, t\right)=\sum_{n=1}^{m} p_{n} d_{t}^{(n)} q_{1}-L\left(q_{1}, \ldots, q_{m}, \dot{q}_{1}, \ldots, \dot{q}_{m}, t\right)
$$

$$
\begin{equation*}
=\sum_{n=1}^{m-1} p_{n} d_{t}^{(n)} q_{1}+p_{n} d_{t}^{(m)} q_{1}\left(q_{1}, \ldots, q_{m}, p_{m}\right)-L\left(q_{1}, \ldots, q_{m}, \dot{q}_{1}, \ldots, \dot{q}_{m}, t\right) \tag{E.30}
\end{equation*}
$$

thus, the linear dependence of the hamiltonian on the $m-1$ moments cannot be removed and therefore it can take arbitrarily negative values when those momenta are function of time, producing instabilities. The only particular case where the Hamiltonian is positively defined is when $m=1$.

## BIBLIOGRAPHY

[4] ——, Astrophysics, 571 (2014), p. A17.
[5] ——, Planck2013 results. xxii. constraints on inflation, Astronomy \& Astrophysics, 571 (2014), p. A22.
[6] P. A. R. Ade, N. Aghanim, M. Arnaud, M. Ashdown, J. Aumont, C. Baccigalupi, A. J. Banday, R. B. Barreiro, J. G. Bartlett, and et al., Planck2015 results, Astronomy \& Astrophysics, 594 (2016), p. A13.
[7] M. Akbar and R.-G. Cai, Friedmann equations of FRW universe in scalar-tensor gravity, $f(R)$ gravity and first law of thermodynamics, Phys. Lett., B635 (2006), pp. 7-10.
——, Thermodynamic Behavior of Field Equations for $f(R)$ Gravity, Phys. Lett., B648 (2007), pp. 243-248.
[9] L. Amendola, R. Gannouji, D. Polarski, and S. Tsujikawa, Conditions for the cosmological viability of $f(R)$ dark energy models, Phys. Rev., D75 (2007), p. 083504.
[10] ——, Conditions for the cosmological viability off(r)dark energy models, Physical Review D, 75 (2007).
[11] L. Amendola, D. Polarski, and S. Tsujikawa, Aref(r)dark energy models cosmologically viable?, Physical Review Letters, 98 (2007).
[12] T. Asaka, S. Iso, H. Kawai, K. Kohri, T. Noumi, and T. Terada, Reinterpretation of the Starobinsky model, PTEP, 2016 (2016), p. 123E01.
[13] V. Atanasov, Entropic theory of Gravitation, arXiv e-prints, (2017), p. arXiv:1702.04184.
[14] S. Baghram, M. Farhang, and S. Rahvar, Modified gravity with $f(R)=$ square root of $R^{* *}-R^{* *} 2(0)$, Phys. Rev., D75 (2007), p. 044024.
[15] J. M. Bardeen, B. Carter, and S. W. Hawking, The four laws of black hole mechanics, Comm. Math. Phys., 31 (1973), pp. 161-170.
[16] D. Baumann and L. McAllister, Advances in Inflation in String Theory, Ann. Rev. Nucl. Part. Sci., 59 (2009), pp. 67-94.
[17] , Inflation and String Theory, Cambridge University Press, 2015.
[18] R. Bean, D. Bernat, L. Pogosian, A. Silvestri, and M. Trodden, Dynamics of Linear Perturbations in $f(R)$ Gravity, Phys. Rev., D75 (2007), p. 064020.
[19] J. D. Bekenstein, Black holes and the second law, Lett. Nuovo Cim., 4 (1972), pp. 737-740.
[20] J. D. Bekenstein, Black holes and entropy, Phys. Rev., D7 (1973), pp. 2333-2346.
[21] R. Berndt, An Introduction to Symplectic Geometry, 2001.
[22] C. G. Boehmer, T. Harko, and F. S. N. Lobo, Dark matter as a geometric effect in $f(R)$ gravity, Astropart. Phys., 29 (2008), pp. 386-392.
[23] M. Bojowald and K. VANDERSLOOT, Loop quantum cosmology, boundary proposals, and inflation, Phys. Rev., D67 (2003), p. 124023.
[24] M. Born and L. Infeld, Foundations of the new field theory, Proc. Roy. Soc. Lond., A144 (1934), pp. 425-451.
[25] R. Bousso and S. W. Hawking, (Anti)evaporation of Schwarzschild-de Sitter black holes, Phys. Rev., D57 (1998), pp. 2436-2442.
[26] C. Brans and R. H. Dicke, Mach's Principle and a Relativistic Theory of Gravitation, Physical Review, 124 (1961), pp. 925-935.
[27] P. Brax and J. Martin, Quintessence and supergravity, Phys. Lett., B468 (1999), pp. 4045.
[28] P. Brax, C. van de Bruck, A.-C. Davis, AND D. J. Shaw, f(r)gravity and chameleon theories, Physical Review D, 78 (2008).
[29] N. Bretón, Born-infeld black hole in the isolated horizon framework, Phys. Rev. D, 67 (2003), p. 124004.
[30] N. Bretón, Geodesic structure of the born-infeld black hole, Classical and Quantum Gravity, 19 (2002), p. 601.
[31] I. H. Brevik, S. Nojiri, S. D. Odintsov, and L. Vanzo, Entropy and universality of Cardy-Verlinde formula in dark energy universe, Phys. Rev., D70 (2004), p. 043520.
[32] A. W. Brookfield, C. van de Bruck, and L. M. H. Hall, Viability of $f(R)$ Theories with Additional Powers of Curvature, Phys. Rev., D74 (2006), p. 064028.
[33] D. J. Buettner, P. D. Morley, and I. Schmidt, Review of spectroscopic determination of extra spatial dimensions in the early universe, (2003).
[34] R.-G. Cai and Y. S. Myung, Black holes in the Brans-Dicke-Maxwell theory, Phys. Rev., D56 (1997), pp. 3466-3470.
[35] G. CaLcagni, de Sitter thermodynamics and the braneworld, JHEP, 09 (2005), p. 060.
[36] M. Campanelli and C. O. Lousto, Are Black Holes in Brans-Dicke Theory Precisely the same as in General Relativity?, International Journal of Modern Physics D, 2 (1993), pp. 451-462.
P. Cañate, A no-hair theorem for black holes in $f(r)$ gravity, Classical and Quantum Gravity, 35 (2017), p. 025018.
P. Cañate, L. G. Jaime, and M. Salgado, Spherically symmetric black holes in $f(r)$ gravity: is geometric scalar hair supported?, Classical and Quantum Gravity, 33 (2016), p. 155005.
[39] A. CANNAS DA Silva, Lectures on Symplectic Geometry, 2008.
[40] S. CAPozZIELLO, Curvature quintessence, Int. J. Mod. Phys., D11 (2002), pp. 483-492.
[41] S. Capozziello, V. F. Cardone, S. Carloni, and A. Troisi, Higher order curvature theories of gravity matched with observations: A Bridge between dark energy and dark matter problems, AIP Conf. Proc., 751 (2005), pp. 54-63.
[,54(2004)].
[42] S. Capozziello, V. F. Cardone, and A. Troisi, Low surface brightness galaxies rotation curves in the low energy limit of $r^{* *} n$ gravity: no need for dark matter?, Mon. Not. Roy. Astron. Soc., 375 (2007), pp. 1423-1440.
[43] S. Capozziello, N. Frusciante, and D. Vernieri, New spherically symmetric solutions in $f(r)$-gravity by noether symmetries, General Relativity and Gravitation, 44 (2012).
[44] S. CapozZiello, A. Stabile, and A. Troisi, Spherical symmetry inf(r)-gravity, Classical and Quantum Gravity, 25 (2008), p. 085004.
[45] S. Capozziello and S. Vignolo, The cauchy problem for f(r)-gravity: an overview, 2011.
[46] S. M. Carroll, The cosmological constant, Living Reviews in Relativity, 4 (2001).
[47] _—, Spacetime and geometry: An introduction to general relativity, 2004.
[48] S. M. Carroll, V. Duvvuri, M. Trodden, and M. S. Turner, Is cosmic speed-up due to new gravitational physics?, Phys. Rev. D, 70 (2004), p. 043528.
[49] S. Chatterjee, A. Banerjee, and Y. Z. Zhang, Accelerating universe from extra spatial dimension, Int. J. Mod. Phys., A21 (2006), pp. 4035-4044.
[50] B. Chauvineau, Stationarity and large $\omega$ Brans Dicke solutions versus general relativity, General Relativity and Gravitation, 39 (2007), pp. 297-306.
[51] R. Y. Chiao, Conceptual tensions between quantum mechanics and general relativity: Are there experimental consequences?, (2003).
[52] G. Cognola, E. Elizalde, S. Nojiri, S. D. Odintsov, L. Sebastiani, and S. Zerbini, A Class of viable modified $f(R)$ gravities describing inflation and the onset of accelerated expansion, Phys. Rev., D77 (2008), p. 046009.
[53] G. Cognola, E. Elizalde, S. Nojiri, S. D. Odintsov, and S. Zerbini, One-loop f(R) gravity in de Sitter universe, JCAP, 0502 (2005), p. 010.
[54] E. J. Copeland, M. Sami, and S. Tsujikawa, Dynamics of dark energy, Int. J. Mod. Phys., D15 (2006), pp. 1753-1936.
[55] E. Corbelli and P. Salucci, The extended rotation curve and the dark matter halo of M33, Monthly Notices of the Royal Astronomical Society, 311 (2000), pp. 441-447.
[56] A. De Felice and S. Tsujikawa, $f(R)$ theories, Living Rev. Rel., 13 (2010), p. 3.
[57] A. de la Cruz-Dombriz, A. Dobado, and A. L. Maroto, Black Holes in $f(R)$ theories, Phys. Rev., D80 (2009), p. 124011.
[Erratum: Phys. Rev.D83,029903(2011)].
[58] D. G. Duffy, Green's functions with applications; 2nd ed., Taylor and Francis, Hoboken, NJ, 2015.
[59] E. Dyer and K. Hinterbichler, Boundary Terms, Variational Principles and Higher Derivative Modified Gravity, Phys. Rev., D79 (2009), p. 024028.
[60] I. DÍAZ-SALDAÑA, J. López-Domínguez, and M. Sabido, An Effective Cosmological Constant From an Entropic Formulation of Gravity, (2018).
[61] A. Einstein and N. Rosen, On gravitational waves, Journal of the Franklin Institute, 223 (1937), pp. $43-54$.
[62] E. Elizalde, G. G. L. Nashed, S. Nojiri, and S. D. Odintsov, Spherically symmetric black holes with electric and magnetic charge in extended gravity: physical properties, causal structure, and stability analysis in einstein's and jordan's frames, The European Physical Journal C, 80 (2020).
[63] A. L. Erickcek, T. L. Smith, and M. Kamionkowski, Solar System tests do rule out $1 / R$ gravity, Phys. Rev., D74 (2006), p. 121501.
[64] V. Faraoni, Black hole entropy in scalar-tensor and $f(R)$ gravity: An Overview, Entropy, 12 (2010), p. 1246.
[65] _-, Jebsen-birkhoff theorem in alternative gravity, Physical Review D, 81 (2010).
[66] S. FAy, R. TAVAKOL, AND S. Tsujikawa, $f(R)$ gravity theories in Palatini formalism: Cosmological dynamics and observational constraints, Phys. Rev., D75 (2007), p. 063509.
[67] S. Ferrara, A. Kehagias, and A. Riotto, The Imaginary Starobinsky Model, Fortsch. Phys., 62 (2014), pp. 573-583.
[68] J. Frieman, M. Turner, and D. Huterer, Dark Energy and the Accelerating Universe, Ann. Rev. Astron. Astrophys., 46 (2008), pp. 385-432.
[69] A. Frolov, Singularity problem with $f(r)$ models for dark energy, Physical review letters, 101 (2008), p. 061103.
[70] V. Frolov and I. Novikov, Black Hole Physics. Basic Concepts and New Developments, 1998.
[71] A. Guarnizo, L. Castaneda, and J. M. Tejeiro, Boundary Term in Metric f(R) Gravity: Field Equations in the Metric Formalism, Gen. Rel. Grav., 42 (2010), pp. 2713-2728.
[72] A. H. GUTH, Inflationary universe: A possible solution to the horizon and flatness problems, Phys. Rev. D, 23 (1981), pp. 347-356.
[73]
——, The Inflationary Universe: A Possible Solution to the Horizon and Flatness Problems, Phys. Rev., D23 (1981), pp. 347-356.
[74] F. HAMMAD, $f(R)$-modified gravity, Wald entropy, and the generalized uncertainty principle, Phys. Rev., D92 (2015), p. 044004.
[75] T. Harko, F. S. N. Lobo, S. Nojiri, and S. D. Odintsov, $f(R, T)$ gravity, Phys. Rev., D84 (2011), p. 024020.
[76] S. W. HAWKing, Black holes in general relativity, Commun. Math. Phys., 25 (1972), pp. 152-166.
[77] , Black holes in the Brans-Dicke theory of gravitation, Commun. Math. Phys., 25 (1972), pp. 167-171.
[78] S. W. HAWKING, Black holes in the Brans-Dicke: Theory of gravitation, Communications in Mathematical Physics, 25 (1972), pp. 167-171.
[79] S. W. HAWKING, Gravitational radiation - the theoretical aspect, Contemp. Phys., 13 (1972), pp. 273-282.
[80] _-, Particle creation by black holes, Comm. Math. Phys., 43 (1975), pp. 199-220.
[81] , Black holes and thermodynamics, Phys. Rev. D, 13 (1976), pp. 191-197.
[82] S. W. HAWKING AND D. N. Page, Thermodynamics of black holes in anti-de sitter space, Communications in Mathematical Physics, 87 (1983), pp. 577-588.
[83] B. Hoffmann, Gravitational and electromagnetic mass in the born-infeld electrodynamics, Phys. Rev., 47 (1935), pp. 877-880.
[84] R. Hough, A. Abebe, and S. Ferreira, Viability tests of $f(R)$-gravity models with supernovae type 1a data, 2020.
[85] W. Hu and I. SAWICKI, Models of $f(R)$ Cosmic Acceleration that Evade Solar-System Tests, Phys. Rev., D76 (2007), p. 064004.
[86] -, Models off(r)cosmic acceleration that evade solar system tests, Physical Review D, 76 (2007).
[87] R. Hurtado and R. AREnas, Hypergeometric viable models in $f(r)$ gravity, 2020.
[88] R. A. Hurtado and R. Arenas, Scalar-field potential for viable models in $f(r)$ theory, 2019.
[89] R. A. Hurtado and R. Arenas, Spherically symmetric and static solutions in $f(r)$ gravity coupled with electromagnetic fields, Physical Review D, 102 (2020).
[90] V. IYER AND R. M. WALD, Some properties of Noether charge and a proposal for dynamical black hole entropy, Phys. Rev., D50 (1994), pp. 846-864.
[91] T. Jacobson, G. Kang, and R. C. Myers, Increase of black hole entropy in higher curvature gravity, Phys. Rev., D52 (1995), pp. 3518-3528.
[92] T. JACobson and R. C. MYERS, Black hole entropy and higher curvature interactions, Phys. Rev. Lett., 70 (1993), pp. 3684-3687.
[93] N. Jarosik, C. L. Bennett, J. Dunkley, B. Gold, M. R. Greason, M. Halpern, R. S. Hill, G. Hinshaw, A. Kogut, E. Komatsu, and et al., Seven-year wilkinson microwave anisotropy probe (wmap ) observations: Sky maps, systematic errors, and basic results, The Astrophysical Journal Supplement Series, 192 (2011), p. 14.
[94] T. Johannsen, C. Wang, A. E. Broderick, S. S. Doeleman, V. L. Fish, A. Loeb, and D. Psaltis, Testing General Relativity with Accretion-Flow Imaging of Sgr A*, Phys. Rev. Lett., 117 (2016), p. 091101.
[95] J. H. JøRgensen, O. O. E. BJelde, and S. Hannestad, Probing the spin of the central black hole in the galactic centre with secondary images, Mon. Not. Roy. Astron. Soc., 458 (2016), pp. 3614-3618.
[96] R. Kallosh, On inflation in string theory, Lect. Notes Phys., 738 (2008), pp. 119-156.
[97] M. Khurshudyan, E. Chubaryan, and B. Pourhassan, Interacting Quintessence Models of Dark Energy, Int. J. Theor. Phys., 53 (2014), p. 2370.
[98] H. Kim and Y. KIm, Thermodynamics of black holes in Brans-Dicke gravity., Nuovo Cimento B Serie, 112B (1997), pp. 329-338.
[99] J. Kluson, New Models of $f(R)$ Theories of Gravity, Phys. Rev., D81 (2010), p. 064028.
[100] M. Koehn, J.-L. Lehners, and B. A. Ovrut, Cosmological super-bounce, Phys. Rev., D90 (2014), p. 025005.
[101] L. Kofman and P. Yi, Reheating the universe after string theory inflation, Phys. Rev., D72 (2005), p. 106001.
[102] T. Koivisto, The matter power spectrum in $f(r)$ gravity, Phys. Rev., D73 (2006), p. 083517.
[103] E. Komatsu et al., Seven-Year Wilkinson Microwave Anisotropy Probe (WMAP) Observations: Cosmological Interpretation, Astrophys. J. Suppl., 192 (2011), p. 18.
[104] A. A. Kryukov, A Possible mathematics for the unification of quantum mechanics and general relativity, J. Math. Phys., 51 (2010), p. 022110.
[105] P. K. F. Kuhfittig, On a time-dependent extra spatial dimension, Int. J. Pure Appl. Math., 49 (2008), pp. 577-582.
[106] S. Lee, Reconstruction of $f(R)$ gravity models from observations, Phys. Dark Univ., (2017), p. 100305.
[Phys. Dark Univ.25,100305(2019)].
[107] B. Li and J. D. Barrow, The Cosmology of $f(R)$ gravity in metric variational approach, Phys. Rev., D75 (2007), p. 084010.
[108] B. Li, K. C. Chan, and M. C. Chu, Constraints on $f(R)$ Cosmology in the Palatini Formalism, Phys. Rev., D76 (2007), p. 024002.
[109] A. R. Liddle and D. H. Lyth, COBE, gravitational waves, inflation and extended inflation, Phys. Lett., B291 (1992), pp. 391-398.
[110] A. R. Liddle and D. H. Lyth, Cosmological inflation and large scale structure, 2000.
[111] A. Linde, A new inflationary universe scenario: A possible solution of the horizon, flatness, homogeneity, isotropy and primordial monopole problems, Physics Letters B, 108 (1982), pp. 389-393.
[112] E. V. Linder, Exponential gravity, Physical Review D, 80 (2009).
[113] D. H. Lyth and A. Riotto, Particle physics models of inflation and the cosmological density perturbation, Phys. Rept., 314 (1999), pp. 1-146.
[114] M. López-Corredoira, Tests and problems of the standard model in cosmology, Foundations of Physics, 47 (2017), p. 711-768.
[115] M. C. D. Marsh, Exacerbating the cosmological constant problem with interacting dark energy models, Phys. Rev. Lett., 118 (2017), p. 011302.
[116] C. F. Martins and P. Salucci, Analysis of Rotation Curves in the framework of $R^{* *} n$ gravity, Mon. Not. Roy. Astron. Soc., 381 (2007), pp. 1103-1108.
[117] T. Matsuda, On the Gravitational Collapse in Brans-Dicke Theory of Gravity, Progress of Theoretical Physics, 47 (1972), pp. 738-740.
[118] M. B. Mijic, M. S. Morris, and W.-M. Suen, The $R^{* * 2}$ Cosmology: Inflation Without a Phase Transition, Phys. Rev., D34 (1986), p. 2934.
[119] C. Misner, K. Thorne, and J. Wheeler, Gravitation, W. Freeman, 1973.
[120] J. W. Moffat, Scalar-tensor-vector gravity theory, JCAP, 0603 (2006), p. 004.
[121] J. W. Moffat and S. Rahvar, The MOG weak field approximation and observational test of galaxy rotation curves, Mon. Not. Roy. Astron. Soc., 436 (2013), pp. 1439-1451.
[122] _—, The MOG weak field approximation - II. Observational test of Chandra X-ray clusters, Mon. Not. Roy. Astron. Soc., 441 (2014), pp. 3724-3732.
[123] J. W. Moffat and V. T. Toth, Rotational velocity curves in the Milky Way as a test of modified gravity, Phys. Rev., D91 (2015), p. 043004.
[124] D. Momemi and H. Gholizade, A note on constant curvature solutions in cylindrically symmetric metric f(r) gravity, International Journal of Modern Physics D, 18 (2009), p. 1719-1729.
[125] V. F. Mukhanov and G. V. Chibisov, Quantum Fluctuations and a Nonsingular Universe, JETP Lett., 33 (1981), pp. 532-535.
[Pisma Zh. Eksp. Teor. Fiz.33,549(1981)].
[126] T. Multamäki and I. Vilja, Spherically symmetric solutions of modified field equations inf(r)theories of gravity, Physical Review D, 74 (2006).
[127] J. R. Mureika, J. W. Moffat, and M. Faizal, Black hole thermodynamics in MOdified Gravity (MOG), Phys. Lett., B757 (2016), pp. 528-536.
[128] Y. Muromachi, A. Okabayashi, D. Okada, T. Hara, and Y. Itoh, Search for dark energy potentials in quintessence, PTEP, 2015 (2015), p. 093E01.
[129] R. C. Myers and J. Z. Simon, Black Hole Thermodynamics in Lovelock Gravity, Phys. Rev., D38 (1988), pp. 2434-2444.
[130] A. Nakonieczna and J. Lewandowski, Scalar field as a time variable during gravitational evolution, Phys. Rev., D92 (2015), p. 064031.
[131] G. NaShed and S. Capozziello, Charged spherically symmetric black holes in f(r) gravity and their stability analysis, Physical Review D, 99 (2019).
[132] J. F. Navarro, C. S. Frenk, and S. D. M. White, The structure of cold dark matter halos, The Astrophysical Journal, 462 (1996), p. 563.
[133] S. Nojiri and S. D. Odintsov, Modified gravity with negative and positive powers of the curvature: Unification of the inflation and of the cosmic acceleration, Phys. Rev., D68 (2003), p. 123512.
[134] _—, Modified gravity with ln $R$ terms and cosmic acceleration, Gen. Rel. Grav., 36 (2004), pp. 1765-1780.
[135] - Introduction to modified gravity and gravitational alternative for dark energy, eConf, C0602061 (2006), p. 06.
[Int. J. Geom. Meth. Mod. Phys.4,115(2007)].
[136] _—, Modified gravity as an alternative for Lambda-CDM cosmology, J. Phys., A40 (2007), pp. 6725-6732.
[137] S. Nojiri, S. D. Odintsov, and M. Sami, Dark energy cosmology from higher-order, string-inspired gravity and its reconstruction, Phys. Rev., D74 (2006), p. 046004.
[138] M. Novello and S. E. P. Bergliaffa, Bouncing Cosmologies, Phys. Rept., 463 (2008), pp. 127-213.
[139] J. P. Ostriker and P. J. E. Peebles, A Numerical Study of the Stability of Flattened Galaxies: or, can Cold Galaxies Survive?, Astrophysical Journal, 186 (1973), pp. 467480.
[140] M. Ostrogradski, Mãl'moires sur les ãl'quations diffâl'rentielles, relatives au problãĺme des isopãl'rimãltres, Mem. Acad. St. Petersbourg, 6 (1850), pp. 385-517.
[141] T. Padmanabhan, Gravitation: Foundations and Frontiers, Cambridge University Press, 1 ed., Mar. 2010.
[142] A. Paliathanasis, Analytic Solution of the Starobinsky Model for Inflation, Eur. Phys. J., C77 (2017), p. 438.
[143] P. J. E. Peebles and B. Ratra, The Cosmological constant and dark energy, Rev. Mod. Phys., 75 (2003), pp. 559-606.
[144] S. E. Perez Bergliaffa, Constraining $f(R)$ theories with the energy conditions, Phys. Lett., B642 (2006), pp. 311-314.
[145] S. Perlmutter, G. Aldering, G. Goldhaber, R. A. Knop, P. Nugent, P. G. Castro, S. Deustua, S. Fabbro, A. Goobar, D. E. Groom, and et al., Measurements of $\omega$ and $\lambda$ from 42 high-redshift supernovae, The Astrophysical Journal, 517 (1999), p. 565-586.
[146] S. Perlmutter et al., Measurements of Omega and Lambda from 42 high redshift supernovae, Astrophys. J., 517 (1999), pp. 565-586.
[147] M. E. Peskin and D. V. Schroeder, An Introduction to quantum field theory, AddisonWesley, Reading, USA, 1995.
[148] Planck Collaboration, Akrami, Y., Arroja, F., Ashdown, M., Aumont, J., Baccigalupi, C., Ballardini, M., Banday, A. J., Barreiro, R. B., Bartolo, N., Basak, S., Benabed, K., Bernard, J.-P., Bersanelli, M., Bielewicz, P., Bock, J. J., Bond, J. R., Borrill, J., Bouchet, F. R., Boulanger, F., Bucher, M., Burigana, C., Butler, R. C., Calabrese, E., Cardoso, J.-F., Carron, J., Challinor, A., Chiang, H. C., Colombo, L. P. L., Combet, C., Contreras, D., Crill, B. P., Cuttaia, F., de Bernardis, P., de Zotti, G., Delabrouille, J., Delouis, J.-M., Di Valentino, E., Diego, J. M., Donzelli, S., Doré, O., Douspis, M., Ducout, A., Dupac, X., Dusini, S., Efstathiou, G., Elsner, F., Ensslin, T. A., Eriksen, H. K., Fantaye, Y., Fergusson, J., Fernandez-Cobos, R., Finelli, F., Forastieri, F., Frailis, M., Franceschi, E., Frolov, A., Galeotta, S., Galli, S., Ganga, K., Gauthier, C., Génova-Santos, R. T., Gerbino, M., Ghosh, T., GonzálezNuevo, J., Górski, K. M., Gratton, S., Gruppuso, A., Gudmundsson, J. E., Hamann, J., Handley, W., Hansen, F. K., Herranz, D., Hivon, E., Hooper, D. C., Huang, Z., Jaffe, A. H., Jones, W. C., Keihänen, E., Keskitalo, R., Kiveri, K., Kim, J., Kisner, T. S., Krachmalnicoff, N., Kunz, M., Kurki-Suonio, H., Lagache, G., Lamarre, J.-M., Lasenby, A., Lattanzi, M., Lawrence, C. R., Le Jeune, M., Lesgourgues, J., Levrier, F., Lewis, A., Liguori, M., Lilje, P. B., Lindholm, V., López-Caniego, M., Lubin, P. M., Ma, Y.-Z., Macías-Pérez, J. F., Maggio, G., Maino, D., Mandolesi, N., Mangilli, A., Marcos-Caballero, A., Maris, M., Martin, P. G., Martínez-González, E., Matarrese, S., Mauri, N., Mcefen, J. D., Meerburg, P. D., Meinhold, P. R., Melchiorri, A., Mennella, A., Migliaccio, M., Mitra, S., Miville-Deschênes, M.-A., Molinari, D., Moneti, A., Montier, L., Morgante, G., Moss, A., Münchmeyer, M., Natoli, P., Nørgaard-Nielsen, H. U., Pagano, L., Paoletti, D., Partridge, B., Patanchon, G., Peiris, H. V., Perrotta, F., Pettorino, V., Piacentini, F., Polastri, L., Polenta, G., Puget, J.-L., Rachen, J. P., Reinecke, M., Remazeilles, M., Renzi, A., Rocha, G., Rosset, C., Roudier, G., Rubiño-Martín, J. A., RuizGranados, B., Salvati, L., Sandri, M., Savelainen, M., Scott, D., Shellard, E. P. S., Shiraishi, M., Sirignano, C., Sirri, G., Spencer, L. D., Sunyaev, R., Suur-Uski, A.-S., Tauber, J. A., Tavagnacco, D., Tenti, M., Toffolatti, L., Tomasi, M., Trombetti, T., Valiviita, J., Van Tent, B., Vielva, P., Villa, F., Vittorio, N., Wandelt, B. D., Wehus, I. K., White, S. D. M., Zacchei, A., Zibin, J. P., AND ZonCA, A., Planck 2018 results - x. constraints on inflation, A\&A, 641 (2020), p. A10.
[149] D. Psaltis, Probes and Tests of Strong-Field Gravity with Observations in the Electromagnetic Spectrum, Living Rev. Rel., 11 (2008), p. 9.
[150] J. Pérez-Romero and S. Nesseris, Cosmological constraints and comparison of viable
$f(R)$ models, Phys. Rev., D97 (2018), p. 023525.
[151] _-, Cosmological constraints and comparison of viable f(r) models, Physical Review D, 97 (2018).
[152] H. Quevedo, Geometrothermodynamics, J. Math. Phys., 48 (2007), p. 013506.
[153] H. Quevedo, M. Quevedo, and A. SÁNChez, Thermodynamics and geometrothermodynamics of born-infeld black holes with cosmological constant, International Journal of Modern Physics D, 24 (2015), p. 1550092.
[154] T. RADOR, Acceleration of the universe via $f(R)$ gravities and the stability of extra dimensions, Phys. Rev., D75 (2007), p. 064033.
[155] A. G. RiEss Et AL., Observational evidence from supernovae for an accelerating universe and a cosmological constant, Astron. J., 116 (1998), pp. 1009-1038.
[156] __, Type Ia supernova discoveries at $z>1$ from the Hubble Space Telescope: Evidence for past deceleration and constraints on dark energy evolution, Astrophys. J., 607 (2004), pp. 665-687.
[157] A. G. Riess, A. V. Filippenko, P. Challis, A. Clocchiatti, A. Diercks, P. M. Garnavich, R. L. Gilliland, C. J. Hogan, S. Jha, R. P. Kirshner, and et al., Observational evidence from supernovae for an accelerating universe and a cosmological constant, The Astronomical Journal, 116 (1998), p. 1009-1038.
[158] S. R. Roberts, Q. D. Wang, Y.-F. Jiang, and J. P. Ostriker, Towards Self-Consistent Modelling of the Sgr A* Accretion Flow: Linking Theory and Observation, Mon. Not. Roy. Astron. Soc., 466 (2017), p. 1477.
[159] M. E. Rodrigues, E. L. B. Junior, G. T. Marques, and V. T. Zanchin, Regular black holes in $f(r)$ gravity coupled to nonlinear electrodynamics, Phys. Rev. D, 94 (2016), p. 024062.
[160] C. Romero and A. Barros, Brans Dicke Cosmology and the Cosmological Constant the Spectrum of Vacuum Solutions, apss, 192 (1992), pp. 263-274.
[161] G. Ruppeiner, Thermodynamics: A riemannian geometric model, Phys. Rev. A, 20 (1979), pp. 1608-1613.
[162] T. SAIDOV AND A. ZHUK, Bouncing inflation in nonlinear $R^{2}+R^{4}$ gravitational model, Phys. Rev., D81 (2010), p. 124002.
[163] P. Schneider, J. Ehlers, and E. E. Falco, Gravitational Lenses, Springer-Verlag Berlin Heidelberg, 1992.
[164] B. Schutz, A First Course in General Relativity, Cambridge University Press, 2nd ed., June 2009.
[165] L. SEbASTIANI AND S. ZERBINI, Static spherically symmetric solutions in $f(r)$ gravity, The European Physical Journal C, 71 (2011).
[166] L. Shao, N. Sennett, A. Buonanno, M. Kramer, and N. Wex, Constraining nonperturbative strong-field effects in scalar-tensor gravity by combining pulsar timing and laser-interferometer gravitational-wave detectors, (2017).
[167] A. Sheykhi, H. Moradpour, and N. Riazi, Lovelock gravity from entropic force, General Relativity and Gravitation, 45 (2013), pp. 1033-1049.
[168] B. G. Sidharth, Quantum mechanical black holes: Towards a unification of quantum mechanics and general relativity, Indian J. Pure Appl. Phys., 35 (1997), pp. 456-471.
[169] G. F. Smoot et AL., Structure in the COBE differential microwave radiometer first year maps, Astrophys. J., 396 (1992), pp. L1-L5.
[170] Y.-S. Song, W. Hu, And I. Sawicki, The Large Scale Structure of $f(R)$ Gravity, Phys. Rev., D75 (2007), p. 044004.
[171] Y.-S. Song, H. Peiris, And W. Hu, Cosmological Constraints on $f(R)$ Acceleration Models, Phys. Rev., D76 (2007), p. 063517.
[172] S. Soroushfar, R. Saffari, and N. KAmVar, Thermodynamic geometry of black holes in $f(R)$ gravity, Eur. Phys. J., C76 (2016), p. 476.
[173] T. P. Sotiriou and V. Faraoni, $f(R)$ Theories Of Gravity, Rev. Mod. Phys., 82 (2010), pp. 451-497.
[174] , Black holes in scalar-tensor gravity, Phys. Rev. Lett., 108 (2012), p. 081103.
[175] T. P. Sotiriou and S. Liberati, Metric-affine $f(R)$ theories of gravity, Annals Phys., 322 (2007), pp. 935-966.
[176] _, The Metric-affine formalism of $f(R)$ gravity, J. Phys. Conf. Ser., 68 (2007), p. 012022.
[177] D. N. Spergel et al., Wilkinson Microwave Anisotropy Probe (WMAP) three year results: implications for cosmology, Astrophys. J. Suppl., 170 (2007), p. 377.
[178] A. A. Starobinsky, A New Type of Isotropic Cosmological Models Without Singularity, Phys. Lett., B91 (1980), pp. 99-102.
[179] A. A. Starobinsky, The Perturbation Spectrum Evolving from a Nonsingular Initially De-Sitter Cosmology and the Microwave Background Anisotropy, Sov. Astron. Lett., 9 (1983), p. 302.
[180] A. A. Starobinsky, Disappearing cosmological constant in $f(R)$ gravity, JETP Lett., 86 (2007), pp. 157-163.
[181] A. A. Starobinsky, Disappearing cosmological constant in $f(r)$ gravity, JETP Letters, 86 (2007), p. 157-163.
[182] N. Straumann, Dark energy, Lect. Notes Phys., 721 (2007), pp. 327-397.
[183] E. A. TAGIROV, Quantum mechanics in general relativity and its special relativistic limit, (1998).
[184] K. TAKAhashi and J. Yokoyama, Equation of state of dark energy in $f(R)$ gravity, Phys. Rev., D91 (2015), p. 084060.
[185] I. Thongkool, M. Sami, AND S. R. Choudhury, How delicate are the $f(R)$ gravity models with disappearing cosmological constant?, Phys. Rev., D80 (2009), p. 127501.
[186] S. TsuJIKAWA, Observational signatures of $f(R)$ dark energy models that satisfy cosmological and local gravity constraints, Phys. Rev., D77 (2008), p. 023507.
[187] __, Observational signatures off(r)dark energy models that satisfy cosmological and local gravity constraints, Physical Review D, 77 (2008).
[188] _, Modified gravity models of dark energy, Lect. Notes Phys., 800 (2010), pp. 99-145.
[189] S. TsuJikawa, P. Singh, and R. MaARTENs, Loop quantum gravity effects on inflation and the CMB, Class. Quant. Grav., 21 (2004), pp. 5767-5775.
[190] E. Verlinde, On the origin of gravity and the laws of newton, Journal of High Energy Physics, 2011 (2011), p. 29.
[191] R. M. WALD, Black hole entropy is the Noether charge, Phys. Rev., D48 (1993), pp. R3427R3431.
[192] _-, The thermodynamics of black holes, Living Rev. Rel., 4 (2001), p. 6.
[193] Y. WAN, T. Qiu, F. P. Huang, Y.-F. Cai, H. Li, and X. Zhang, Bounce Inflation Cosmology with Standard Model Higgs Boson, JCAP, 1512 (2015), p. 019.
[194] P. WANG, Horizon entropy in modified gravity, Phys. Rev., D72 (2005), p. 024030.
[195] S. Weinberg, The Cosmological Constant Problem, Rev. Mod. Phys., 61 (1989), pp. 1-23.
[196] F. Weinhold, Metric geometry of equilibrium thermodynamics, The Journal of Chemical Physics, 63 (1975), pp. 2479-2483.
[197] B. Whitt, Fourth Order Gravity as General Relativity Plus Matter, Phys. Lett., 145B (1984), pp. 176-178.
[198] C. M. Will, Theory and Experiment in Gravitational Physics, Cambridge University Press, 2 ed., 2018.
[199] M. F. Wondrak, The Cosmological Constant and its Problems: A Review of Gravitational Aether, 2017.
[200] B. K. YadaV and M. M. Verma, Dark matter as scalaron in f(r) gravity models, Journal of Cosmology and Astroparticle Physics, 2019 (2019), p. 052-052.
[201] P. Zhang, Testing $f(R)$ gravity against the large scale structure of the universe., Phys. Rev., D73 (2006), p. 123504.
[202] F. Zwicky, Die Rotverschiebung von extragalaktischen Nebeln, Helvetica Physica Acta, 6 (1933), pp. 110-127.
[203] ——, Republication of: The redshift of extragalactic nebulae, General Relativity and Gravitation, 41 (2009), pp. 207-224.


[^0]:    ${ }^{1}$ So that they can be expressed as small perturbations over the Minkowski space-time background

[^1]:    ${ }^{2}$ For a more concise description of the Thermodynamics of the BH in Lovelock theories read [129].
    ${ }^{3}$ Process in which the spacetime of background is only slightly perturbed by the infalling matter

[^2]:    ${ }^{1}$ Here it is used the metric signature $(-,+,+,+)$.

[^3]:    ${ }^{2}$ In this dissertation $c=\hbar=G=k_{B}=1$.

[^4]:    ${ }^{1}$ When $r \in(0,2), r \neq-1$, both limits Eq. (3.7) and Eq. (3.9) are indeterminate, and for $r=-1, \lim _{x \rightarrow 0} h^{\prime}(x)=$ $-\frac{k m n v}{u R_{0}} \neq 0$

[^5]:    ${ }^{1}$ The Born-Infeld theory is a proposal of nonlinear electrodynamics with the objective of eliminating the singularity of electromagnetic fields present in the Maxwell's theory.

[^6]:    ${ }^{2}$ In order to not confuse this notation with $F(R)=f^{\prime}(R)$, in the remainder of this chapter the dependency of such derivative with respect to $R$ will be made explicit.

[^7]:    ${ }^{3}$ In Gaussian units.

[^8]:    ${ }^{1}$ Strictly speaking a symplectic form is a 2-form that satisfies two conditions, nondegeneracy and closedness [39].

[^9]:    ${ }^{2}$ Interior product is a mapping from $n$-form to a ( $n-1$ )-form.

[^10]:    ${ }^{3}$ See Appendix C

[^11]:    ${ }^{1} \mathrm{~A}$ diffeomorphism is an invertible map $\phi$ between two manifolds, such that $\phi$ and $\phi^{-1}$ are $C^{\infty}$.
    ${ }^{2} \mathrm{An}$ isometry is a diffeomorphism $\phi$ that leaves invariant the metric tensor through the pullback, i.e. $\phi^{*} g_{\alpha \beta}=g_{\alpha \beta}$

[^12]:    ${ }^{3}$ This constant should not be confused with constant $\bar{\kappa}$ that appears in the Field Equations.

[^13]:    ${ }^{4}$ Any spherically symmetric vacuum space possesses a timelike killing vector [47].

