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There is a concept which corrupts and upsets all others. 1
refer not to evil, whose limited empire is that of ethics; |

refer to the infinite.
Jorge Luis Borges, [Bor84]
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Abstract

The method of finitely additive measures along finite support iterations was introduced by Saharon
Shelah in 2000 (see [She00]) to show that, consistently, cov(N ) may have countable cofinality. In
2019, Jakob Kellner, Saharon Shelah and Anda Tdnasie (see [KST19]) improved the method: they
achieved some new generalizations and applications, such as separating the left side of Cichon’s
diagram with b < cov(N). In this thesis, based on probability theory tools and the articles cited
above, we develop a general theory of iterated forcing using finitely additive measures. For this
purpose, we introduce two new notions: on the one hand, we define a new linkedness property,
which we call “u-FAM-linked” and, on the other hand, we generalize the notion of intersection
number to forcing notions, which justifies the limit steps of our iteration theory. Finally, we apply
our theory to prove in detail the consistency of cf(cov(N')) = Xy, and some separations of Cichori’s
diagram where cov (/) is singular. In particular, we obtain a new constellation of Cich6n’s diagram
separating the left side with cov(\/) singular.

Keywords: iterated forcing, probability, finitely additive measure, consistency results, null set, inter-
section number, cardinal invariant, singular cardinal, Cichon’s diagram.






Resumen

El método que utiliza medidas finitamente aditivas a lo largo de iteraciones de soporte finito fue
introducido por Saharon Shelah en el ano 2000 (véase [She00]) para demostrar que, consistente-
mente, cov(N) puede tener cofinalidad contable. En el afio 2019, Jakob Kellner, Saharon Shelah
y Anda Tdnasie (véase [KST19]) mejoraron dicho método: lograron algunas generalizaciones y
aplicaciones nuevas, como separar el lado izquierdo del diagrama de Cichori con b < cov(N). En
esta tesis, basados en las herramientas de la teoria de la probabilidad y los articulos citados anterior-
mente, desarrollamos una teoria general de forcing iterado utilizando medidas finitamente aditivas.
Para ello, introducimos dos nociones nuevas: por un lado, definimos una nueva propiedad de lig-
adura, a la que llamamos “u-FAM-linked” y, por otro lado, generalizamos la nocion de niimero de
interseccion a nociones de forcing, lo que justifica el paso limite de nuestra teoria de iteraciones.
Finalmente, aplicamos dicha teoria para probar en detalle la consistencia de cf(cov(N)) = RN, y
algunas separaciones del diagrama de Cichori donde cov(N) es singular. En particular, obtenemos
una nueva constelacién del diagrama de Cichén separando el lado izquierdo con cov(N) singular.

Palabras clave: forcing iterado, probabilidad, medida finitamente aditiva, resultados de consistencia,
conjunto nulo, nimero de interseccion, cardinal invariante, cardinal singular, diagrama de Cichon.
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Introduction

Background and previous work

The forcing method is a technique that was created by Paul Cohen in 1963 to show that the contin-
uum hypothesis is independent of ZFC, the standard axiomatic system where the current mathemat-
ics is formalized (see [Coh66]). About a decade later, Robert. M. Solovay and Stanley Tennenbaum
(see [SS71]) constructed a technique in which Cohen’s method is iterated along a transfinite se-
quence, which was called iterated forcing method and which was used to solve problems of infinite
combinatorics, such as the consistency of Martin’s axiom and problems in general topology, such
as the consistency of Suslin’s hypothesis. From there, the study of forcing iterations became a broad
branch of set theory research, since creating iterated forcing methods allows tackling very complex
problems in various areas of mathematics, particularly in the combinatorics of real numbers.

In the combinatorics of real numbers, there is a sub-branch devoted to the study of the so-called car-
dinal invariants. Cardinal invariants are cardinal numbers that capture combinatorial properties.
For example, cov(N) is defined as the minimum cardinal of a family of Lebesgue-null sets, whose
union is the set of real numbers. There are other cardinals add(N), add(M), non(M), non(N),
cof (N), cof (M) and cov(M), that result from abstracting properties of the measure and category
of the real numbers (see Section 1.3). The order relations between these cardinals are given accord-
ing to a diagram known as Cichon’s diagram (see Figure 1.3), which has been an essential object of
study by set theorists in recent years, as it has encouraged the creation of increasingly sophisticated
iterated forcing methods to prove the consistency of different separations of the diagram, that is, of
divisions where the cardinals take different values. For instance, perhaps the most remarkable re-
sult in this respect (see [GKS19]) is the so-called Cichori’s maximum, proved by Martin Goldstern,
Jakob Kellner and Saharon Shelah, which achieves a complete separation of Cichoni’s diagram, that
1s, a separation where ten cardinals take different values. However, this result used large cardinals.
Later, the same authors and Diego Mejia succeeded in obtaining the same result, but without the
need to resort to large cardinals (see [GKMS22]).

By the late 1980s, it was known that all the cardinals in Cichon’s diagram have uncountable cofinal-
ity, except one: cov(AN). In the Seventies, David Fremlin (see Historical Remark 5.1.8) conjectured
that cov(N) has uncountable cofinality, which, due to the behavior of the other cardinals, seemed
reasonable. However, this was an open problem until the year 2000, when Saharon Shelah in
[She00] constructed a finite-support iteration to prove that, consistently, Fremlin’s conjecture was

X
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false, that is, it is consistent with ZFC that cov(N') have countable cofinality.

The iteration was not a usual iteration, although it used partial random forcing, that is, random
forcing restricted to certain suitable small models, the iteration at each step was accompanied by
a sequence of finitely additive measures satisfying certain properties. One of the key points in the
work of Saharon Shelah was to study extensions of finitely additive measures in order to establish
the necessary extension theorems in order to construct the iteration, where by extension theorems
we mean the following. Suppose that I is the collection of all finite support iterations of partial
random forcing and sufficiently small posets, using finitely additive measures, defined by Saharon
Shelah in [She00]. Then:

* Extension theorem at successor steps: If K € /C has length 7, then there exists some
K* € K of length 7 + 1, such that K* extends K.

» Extension theorem at limit steps: If 7 is a limit ordinal, and (K, : a < ) is a sequence of
iterations in X such that, for any v < 3 < v, Kj extends K,, then there exists some K € K
such that, for any o < 7, K extends to K,,.

In general, being able to establish these theorems boils down to properly extend the finitely additive
measures sequences. Particularly, in the iteration constructed by Saharon Shelah, the structure of
random forcing is fundamental to prove the extension theorems, where many tools of probability
theory were also used.

Subsequently, until 2019, there were at least two papers related to iterated forcing using finitely ad-
ditive measures method: on the one hand, Tomek Bartoszyriski in [BJ10] deals with a reformulation
of the method' and, on the other hand, in [KS19], Ashutosh Kumar and Saharon Shelah presented
some new interesting applications. In both papers only restricted random forcing is used, that is,
no new forcing notions are presented with which the iteration can be built.

The most important subsequent work for the development of this thesis is [KST19]: in 2019, Jakob
Kellner, Saharon Shelah and Anda Tdnasie, resumed the study of the method using finitely addi-
tive measures and succeeded in making new significant contributions, not only in the applications
but also in the development of the method. For example, they introduced the notion of strong-
FAM-limit for intervals, which made it possible to establish conditions for generalizing the ex-
tension theorem at successor steps. Moreover, they succeeded in proving that the forcing E that
H. Horowitz and Saharon Shelah introduced in [HS16], also has a suitable structure to be able to
construct the iteration defined in [She(00], replacing random forcing by . This allowed them to
obtain new applications of the method. For example, they succeeded in forcing a constellation of
Cichori’s diagram, where the entire left-hand side of the diagram is separated and b < cov(N).
So, in [KST19] they not only succeed in generalizing the extension theorems in successor steps,
but they also found one more example of a forcing notion other than random forcing, that allows
constructing such iterations, which was very valuable for the development of this work.

However, the problem of finding conditions for generalizing the extension theorem at limit steps
was still open. If such conditions were found, a general theory of iterated forcing with finitely
additive measures could be formalized, and this is precisely what this work deals with. So this
thesis extends and improves the work developed in [She00] and [KST19].

"However, this was not one of our references, since, in the opinion of professor Diego Mejia, there are mistakes in
Bartoszyniski’s approach.



Iterated forcing with finitely additive measures Introduction

Our work, new ideas and new results

Initially, when we set out the objectives of this thesis, the idea was simply to study the method
of iterations with finitely additive measures defined by Saharon Shelah in [She00] and, supported
by the relatively recent work of Jakob Kellner, Saharon Shelah and Anda Tdnasie, to obtain a
simplified version of [She00]. We knew it was going to be a hard and difficult work, as [She00]
is a very difficult article to read, in fact, in a personal communication, Saharon Shelah told Diego
Mejia that [She0O] was one of his, literally thousands of articles, that had taken the most work.
However, as the meetings went on, we noticed, with the help of [KST19], that the iteration could
be generalized. As we said in the previous section, all that remained was to find conditions to
generalize the extension theorem at the limit step. Thanks to the work of John L. Kelley (see
[Kel59]), professor Diego Mejia had the brilliant idea of applying the intersection number to forcing
notions, which finally allowed us to find conditions for generalizing the extension theorem at limit
steps, formalize the method of iterated forcing using finitely additive measures, and to define a
general theory. It was thus that the idea of the intersection number for forcing notions led us to the
notion of p-FAM-linked (see Definition 4.2.8), which is the key to the formalization of the method.

Once we noticed that the generalization of the method was possible, our goal changed: it was no
longer only to study [She00] or [KST19], but we proposed to formalize a general theory of iterated
forcing with finitely additive measures in a complete and detailed way, although this implied hard
work, much more than we initially imagined.

To develop the iteration in detail (independent of whether we generalize Shelah’s method), it would
be necessary for us to formalize also some concepts of probability theory that lack good bibliogra-
phy, and to study finitely additive measures on Boolean algebras. This implied that the length of
the thesis would be much longer than a usual master’s thesis in mathematics, but it was a price we
were willing to pay.

Several new notions, ideas, and results appear in this thesis: we present a definition of the intersec-
tion number for forcing notions, and results in Section 4.1 are results that we note and prove, except
for Theorem 4.1.7 and Theorem 4.1.9, which came from the original work for Boolean algebras
of John L. Kelley. In particular, Crucial Lemma 4.1.10 is a new and very important result for us
since it is the one that allowed us to prove Main Lemma 4.3.17 and to be able to define conditions
for generalizing the extension theorems in the limit step. The linkedness properties (=, I, ¢)-linked
and p-FAM-linked introduced in Chapter 4 are new, although the first one is based on ideas from
[KST19], specifically, we managed to capture and generalize the idea of strong fam limit for inter-
vals from [KST19], as a new linkedness property. We should also mention that, although the notion
of probability tree is widely known, the definition we present in Definition 2.3.1 is our definition,
which is not intended to be a standard definition since we could not find any bibliography for it.
Moreover, all definitions and results that appear in the Section 2.3 are ours and resulted from the
need to be able to apply probability theory in the context of forcing.

Finally, it is important to mention that in this thesis two problems that remained open are solved.
On the one hand, after the work of Jakob Kellner, Saharon Shelah and Anda Tdnasie (see [KST19]),
the problem of finding conditions to establish an extension theorem at limit steps remained open.
In this thesis, these conditions are found and it is possible to prove an extension theorem at limit
steps (see Theorem 4.3.18), which allowed defining a general theory of iterated forcing with
finitely additive measures. On the other hand, in terms of the applications, in this thesis, a new

xi
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constellation of the Cichon’s diagram is obtained, where the left side is separated with cov(N)
singular (see Subsection 5.7.1), which opens up a whole spectrum of questions about the possibility
of forcing singular cardinals in the Cichoni’s diagram.

The structure of this thesis

We should mention that, if the reader is interested only in the formalization of the theory of iterated
forcing using finitely additive measures and has the necessary background in forcing and combina-
torics of the real numbers, it is possible to start from Chapter 4 directly, without the need to read the
previous chapters. We have taken care to carefully reference all the results of Chapter 1, Chapter 2,
and Chapter 3 that are used in Chapter 4 and Chapter 5. So, if the reader decides to read Chapter 4
directly, he/she should return to the previous chapters only when deemed necessary.

To achieve the objectives of this work, we structured the thesis as follows:

In Chapter 1 we present, without going into details, the preliminaries that we consider most im-
portant for the development of this work. In particular, we define Polish spaces and some relevant
examples such as “2, which will be the space we will use the most throughout the thesis. Afterward,
we define cardinal invariants and study some of their properties through Tukey connections. After
that, we establish the basic notation of Boolean algebras and elementary concepts. We develop
some theory on atoms of Boolean algebras because we need some results about that. Finally, we
introduce the theory of forcing, from the definition of forcing notion to the definition of finite sup-
port iteration, passing through the generic extension, nice names, and linkedness properties, where
the notion of pu-Fr-linked from [BCM21] will be particularly interesting for us since it is related to
our new notion of u-FAM-linked.

In Chapter 2 we define and study probability trees. Initially, this chapter was going to be part of
the preliminaries, however, throughout the development of the thesis, we realized that it would be
necessary to formalize some concepts of probability theory that lack a good bibliography, such as
a probability tree. For this, in the first two sections, we introduce the elementary notions of prob-
ability theory such as probability space, conditional probability, events, and random variables. In
the third section, where all the results and definitions presented are our own, we define probability
trees and prove some results relevant to us. Finally, we introduce a new notion: that of relative
expected value in probability trees, which will facilitate some calculations in Chapter 2.

In Chapter 3 we take care of a detailed study of finitely additive measures on Boolean algebras
since they are so important in our work. In the first section, we introduce the basic definitions
and study some fundamental properties. In the second section, we show a connection that exists
between finitely additive {0, 1}-valued measures and ultrafilters, which will allow us, in particular,
to construct an example of a finitely additive measure that is not a measure. In Section 3.3 and
Section 3.4, we study some criteria for extending finitely additive measures that we will use in
Chapter 4. Finally, since finitely additive measures have been extensively studied in the context of
real analysis, but not so much in the Boolean algebras context, in Section 3.5 we develop a detailed
integration theory for finitely additive measures on Boolean algebras. We conclude by showing
that the integral we will define is a generalization of the Riemann integral and that both notions are
absolute for transitive models of ZFC.

In Chapter 4 we define a general theory of iterated forcing with finitely additive measures. For

xii
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this, we begin by generalizing the definition of intersection number, which was originally defined
for Boolean algebras, to forcing notions and study some of its basic properties like its preservation
under complete embeddings, and a crucial result that will allow us to generalize the iterations using
finitely additive measures. In the second section, we introduce the notion of p-FAM-linked and
study some of its fundamental properties. We then prove, in great detail, that the random forcing
notion is o-FAM-linked, which is too long a proof, since the original proof in [She00] was quite
difficult, lacked detail, and had important details to be clarified. In the third section, we develop
the iteration theory with finitely additive measures for restricted p-FAM-linked forcing notions
and prove the extension theorems. We conclude by introducing uniform A-systems, which will be
fundamental for applications of the theory.

In Chapter 5 we study some applications of the theory defined in Chapter 4 to combinatorial prob-
lems of real numbers. In particular, we prove in great detail the result of Saharon Shelah that
establishes the consistency of cov(/N') with countable cofinality. In addition, we show some ef-
fects of iterating with finitely additive measures in Cichoni’s diagram. In particular, we show the
consistency of some separations of Cichon’s diagram where cov(/N) is singular.

Finally, in Chapter 6 we propose some open problems that resulted throughout the development
of the thesis, and that we consider relevant for future applications of the iterations method with
finitely additive measures.

Papers in progress

This thesis will result in three papers that are under development:

1. A paper about probability trees, based in Chapter 2, where we will also present a generaliza-
tion of the definition of probability tree, which due to time constraints we do not present in
this thesis, and some applications.

2. A paper about finitely additive measures on Boolean algebras, based in Chapter 3, where
we will also present a recent proof of the compatibility theorem of finitely additive measures
(see Theorem 3.4.2), and we develop the idea of Z-measurability (see Definition 3.5.9) for a
Boolean algebra 4.

3. A paper where we are going to present the theory of finitely additive measures developed in
Chapter 4, where we are also going to present some applications that for time constraints we
could not include in Chapter 5.
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CHAPTER 1

Preliminaries

During the past decade, many new axioms of set the-
ory have appeared. The principal object of these ax-
ioms is to settle important problems which cannot be
settled without new axioms. Thus Godel and Cohen
have shown that the Continuum Hypothesis cannot
be settled on the basis of the presently accepted ax-
ioms, so it is natural to look for reasonable new ax-
ioms which will settle it. A second purpose of new
axioms is more mundane: to assist in the proof of in-

dependence results.
Joseph R. Shoenfield!

In this chapter, we will introduce the necessary concepts and results to be able to develop the sub-
sequent chapters. In general, we omit proofs and details, except for some results that we consider
to be of special relevance or that do not have clear references.

It is important to mention that we consider two types of preliminaries: essential preliminaries and
specific preliminaries. On the one hand, the essential preliminaries are those that are part of a first
undergraduate course in mathematics, such as real analysis, general topology, set theory, measure
theory, probability theory, mathematical logic, and functional analysis. On the other hand, the
specific preliminaries are related to topics that are covered, either in a second undergraduate course
or in master’s courses, such as those related to forcing theory and its iterations, descriptive set
theory, combinatorics of real numbers, etc.

Regarding the essential preliminaries, we are only going to define the necessary notation. In con-
trast, with respect to the specific preliminaries, we are going to develop everything that we are going
to use throughout the thesis, although it is important to mention that, in terms of the preliminaries,
this is not intended to be a self-contained work: we assume the reader’s experience with forcing

ISee [Sho75].
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iterations and in combinatorics of real numbers, as our discussions in this chapter are concise and
without detail.

We begin by defining the notation related to the essential preliminaries.

1.1 Preliminary notation

We denote by 7, Q and IR the sets of integers, rational and real numbers respectively. Notice the
difference between the symbols “Q” and “Q”, and “IR” and “R”, since (Q and R will be used to
denote forcing notions. If I C IR is an interval, we define I := I N Q. We usually use lowercase
Latin letters z, y, z, etc. to denote real numbers.

We use the symbol w to denote the set of natural numbers, Ord denotes the proper class of ordinal
numbers, and Card denotes the proper class of the cardinal numbers. We usually use Greek letters:
a, B, 7, &, (, etc. to refer to ordinals. Similarly, we use Greek letters: x, A, u, X, 6, etc. to refer to
cardinals. The cardinal of the real numbers 2" is denoted by ¢. To refer to natural numbers we use
J, k, £, m, n, k, ¢, etc. and very frequently n*.

Let A, B be sets, a € Ord and x, A € Card. Define

[A]F = {X C A: |X| = x} and [A]*" == {X C A: |X]| < &}.

We denote by 4B the set of functions f from A into B and <A = [J{*A: ¢ < a}. Similarly,
SA == <ol A For any t € <*A we define its length by 1g(t) := dom(¢). We use the symbols “(”
and “)” to denote sequences and “()” to denote the empty sequence. With respect to cardinality,
we define £<* := |<*k]. It is known (see [Kunl1, Lem. 1.13.17]) that, if \ is infinite and x > 2,
then k<* := sup{x?: § € Card » § < A\}. If A, B are non-empty, then Fn(A4, B) is the set of
finite partial functions from A into B, that is, the functions f: X — B, such that X € [A]<Y. The
functions 7, : A X B — A such that my(a,b) = a, and my: A X B — B such that mo(a, b) == b, are
called projections on the first and second component, respectively.

Let X be a set and R a binary relation on X. We say that (X, R) is a preoder if R is reflexive
and transitive. Also, (X, R) is a partial order or simply poset, if R is reflexive, transitive and anti-
symmetric. When R is symmetric, reflexive and transitive, we say that it is an equivalence relation
on X. In this case, we define, for any = € X, [z]g = {y € X: 2Ry} and call it the R-equivalence
class of x. If every non-empty subset of X has a minimum element with respect to R, we say
that (X, R) is well-ordered, in which case, there exists a unique ordinal otp((X, R)) isomorphic to
(X,R).If (X, R) is apreorderand Y C X, define YT := {z € X: Iy € Y(yRx)}.

For any set X, we denote by trcl(X) to its transitive closure. Furthermore, for any cardinal
K, H(k) = {X: |[trcl(X)| < }. It is known that, if « is uncountable regular, then (%) is a model
for all the ZFC axioms except possibly for the power set axiom (see [Kun12, Sec. 1.14]).

If X is a topological space and A C X, then clx(A) denotes the closure of A in X.

Finally, if (X, A, m) is a measure space, A, B € A and m(A) # 0, then we define the m-measure
of B relative to A by:
m(AN B)
B) = ——.
ma(B) m(A)
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1.2 Basic descriptive set theory

In this section, we present the necessary concepts of descriptive set theory. In particular, we are go-
ing to define trees, Polish spaces, and Borel sets. Our main references on this topic are [UADP20],
[Kec95], [Jec03], and [Mos80].

1.2.1 Trees

Let Z be a non-empty set. A tree on <“Z isaset T C <“Z such that, for any p,n € <“Z, if p Cn
and n € T, then p € T. For instance, for any n* < w, " =2 is a tree on <2 called the complete
binary tree of height n* + 1.

Now, fix a tree 7 and p,n € 7. Elements in 7 are called nodes, and if p C 7, we say that ) is an
extension of p. We say that p and 1 are compatible if they are compatible as functions. The height
of pin T is ht(p) := dom(p) and the height of T is

ht(7) = sup{htr(p) +1: p € T}.

When the context is clear, we simply denote ht1(p) as ht(p). An infinite branch of T is an element
of z € “Z such that, for any n < w, z [n € T. The set of branches of 7 is denoted by [T]. Also,
for any p € <“Z, we define [p] .= {x € “Z: p C z}.

Below we define another notions related to tress:

Definition 1.2.1. Let 7 be a tree on <“Z and p € T. We define:

1. For any h < w, the h-th level of T is L,(T) =T N"Z,
2. Tz, ={n € T: pCn}isthe set of successors of pin T .

3. succ,(T) == Tzp N Ly (p)+1(T), that is, succ,(T) is the set of immediate successors of p in

T.
4. A splitting node of T is anode p € T such that, [succ,(7)| > 1.
5. If T has some splitting node, we define trunk(7") as the splitting node of shortest length.

6. max(7) = {p € T : succ,(T) = 0}, that is, it is the set of maximal nodes of T .

When the context is clear we simply write “succ,” instead of “succ,(7)”.

Notice that, for any p € T, ht(p) < w and, if [T] # 0, then ht(7) = w. Also, p € L;(T) if, and
only if, ht(p) = 7.
Also, we need the notions of well pruned and perfect trees:

Definition 1.2.2. Let 7 atree on <“Z. Then
1. We say that 7 is well-pruned tree of height n* < w if T # () and, for any p € T \

max(7), succ,(T) # 0 and max(7) = L,«(T). Similarly, 7 is a well-pruned tree of height
wif T # () and, for any p € T, succ,(T) # 0.
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2. We say that T is perfect if T # () set and, for any p € T, there exists some 7 € T, such that
p C nand 7 is a splitting node in 7.

Notice that every perfect tree is a well-pruned tree of height w. For example, the binary complete
tree <“2 is perfect.

Lemma 1.2.3. If 7Ty, ..., T,_1 are trees on <“Z, then:

L Uo7l = [Uicn Til-
2. ﬂz<n[7ﬂ = [mz<n 7:}

From the definition is clear that any non-empty perfect tree is infinite, moreover:

Lemma 1.2.4. If T is a perfect tree on <“Z, then sup,,_, |Lx(T)| > w.

In Figure 1.1 we present an example of a well-pruned tree of length 3. There, we have that £3(7) =
SUCCtrunk(7) (7)) = max(T).

trunk(7)

Figure 1.1: A graphic example of a tree 7 and its trunk.

1.2.2 Polish spaces and Borel sets

A topological space X is a Polish space if it is separable and there exists some metric d on X
compatible with the topology of X, such that (X, d) is a complete space. This notion generalizes
the combinatorial structure of real numbers. If X and Y are Polish spaces, then X x ) is a Polish
space with the product topology. In fact, this is true for countable products of Polish spaces.

For any Polish space X', we define B(X') as the C-minimal o-algebra on X containing the open
sets of X'. Elements in 5(X’) are called Borel sets of X. Also, we say that A C X is an analytic set
on X if there are another Polish space ) and B € B(X x ))), such that A = 7 (B).

Now, assume that (X', .4, m) is a measure space, where X is a Polish space and m is a complete
measure. We define the set of m-null sets of X by N(X) .= {4 € A: m(A) = 0}.

In an analogous way, we can define a similar notion with respect to the topology: we say that a
set F' C X is nowhere dense if, for every non-empty open set B C X, there exists a non-empty
open set A C B, such that AN F' = (). Now, a subset of X’ is meager or of first category, if it is

4
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a countable union of nowhere sets. Finally, we denote the collection of all meager sets of X" by
M(X).

Recall that P C X is a perfect set if it does not contain isolated points. Cantor-Bendixson theorem
allows us to decompose closed sets in terms of a perfect set and a countable set:

Theorem 1.2.5. Let X be a metric space with a countable basis. For any closed C' C X, there are
a perfect set P and a countable set C, such that A = P U C.

Below, we present two familiar examples of Polish spaces:

Example 1.2.6.

1. The canonical example of Polish space is the set of reals numbers endowed with the usual
topology. In this case, the metric d(z,y) := |x — y| is a complete metric compatible with the
topology of IR. We consider Lebgr: L(IR) — [0, 00| as the usual Lebesgue measure on IR.
Recall that elements in L(IR) are called Lebesgue measurable sets of IR and B(IR) C L(IR).

2. The Baire space is the space of functions “w, endowed with the product topology, where w
has the discrete topology. If we define, for any =,y € “w,

dw({L‘, y) — 2—min{n<w: z(n)#y(n)}

9

then d,, is a complete metric compatible with the topology of “w. Also,
Q, ={r €“w: AN <wV¥n > N(z(n)=0)}

is a countable dense subset of “w. Thus, “w is a Polish space.

Now we present with more detail an example of a Polish space that we will use throughout this
work: the Cantor space.

The Cantor space

The Cantor space is the space of functions “2, endowed with the product topology, where w has
the discrete topology. It is clear that {[s]: s € <“2} is a basis for the topology of “2. If we define

for z,y € “2,
d2 (.I', y> — 9= min{n<w: :)3(7”L);téy(n)}7

then ds is a complete metric on “2 compatible with its topology. Also, the subset of functions
eventually equals zero is a countable dense subset of “2. Thus, it is a Polish space.

We can also consider “2 as a probability space by endowing it with the Lebesgue measure as
follows:

For any A C “2, we define

Fa ::{(sn:n<w):A§ U[sn]/\‘v’n<w(sn€<w2)}.

n<w
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Also, we set

Leb*(A) := inf { Z 2718 (5.1 n < n*) € .7-",4} .

n<n*

So Leb" is an outer measure on P(“2) and therefore, there are a set £(¥2) C P(“2) and some
complete measure Leb: £(“2) — [0, oo], such that B(“2) C L£(“2), where £(“2) is the collection
of Lebesgue measurable sets of “2. Also, for any s € <“2, Leb([s]) = 27 '8(sn),

Remark 1.2.7. We simply denote A/ (“2) by N and M (¥2) by M.

The following is the so-called Lebesgue density theorem (see [Oxtl13, Thm. 3.20]) in the context of
“2

Theorem 1.2.8. Let A € B(“2). If Leb(A) > 0 then

Leb ({x € A: lim Lebp,(A4) = 1}) = Leb(A).

Finally, we present the Mostowski’s absoluteness theorem for “2 (see [JecO3, Thm. 25.4] and
[MRM19] for a more general context). It is known that we can study the absoluteness of for-
mulas according to their complexity. For example, every A, formula, that is, every formula with
bounded quantifiers is absolute for transitive models of ZFC ([Kun12, Sec. I11.17]). However, we
can define much more complex formulas for Polish spaces, for example:

Definition 1.2.9. Let X’ be a Polish space and ¢ a formula. We say that ¢ is a X1-property on X
when {x € X: ¢(2)} € Z{(X).

Mostowski’s absoluteness theorem guarantees that every Y1 property is absolute for transitive mod-
els of ZFC:

Theorem 1.2.10. If ¢ is a 3] property on “2, then ¢ is absolute for every transitive model of ZFC.

Likewise, 21 properties on “w are absolute for transitive models of ZFC.

1.3 Combinatorics of real numbers

In this section, we are going to study the definitions and necessary results related to combinatorics
of the real numbers. In particular, we define the so-called cardinal invariants associated with an
ideal and study some of their relations using Tukey relations. Our main references in this section
are [CM22], [BJ95], and [Blal0].

1.3.1 Cardinal invariants associated with an ideal and Cichon’s diagram

Cardinal Invariants or cardinal characteristics are cardinals intended to “capture” combinatorial
properties. For example, consider the following natural question: how many null sets are necessary
to cover the real line? This combinatorial question can be translated into the language of cardinals:

6
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let x be the minimum cardinal of a family of null sets whose union is equal to IR. So some com-
binatorial facts are translated into properties of «. For instance, that the union of countable many
null sets is a null set again implies that x > Ny, and that | J, . {z} = IR, implies that x < ¢. So, in
general, cardinal invariants allow us to capture combinatorial properties through relations between
cardinals.

There are many cardinal characteristics (see, for example, [Hall9, Ch. 9]), however, for the devel-
opment of this work it will only be necessary to consider four cardinals with respect to two ideals,
and the so-called the bounding number (b), the dominating number () (see Definition 1.3.5) and c.

Definition 1.3.1. Let X be a non-empty set. An ideal on X is a set Z C P(X) such that:

1.0eZ, X ¢TI
2. f Ac¢Zand B C A,then B€ 7,
3.IfA,BeZ,then AUB € I.

Now we define the so-called characteristic cardinals associated with an ideal:

Definition 1.3.2. Consider an ideal Z on a set X containing all singletons from X. We define the
following cardinals:

1. cov(Z) == min{|F|: F CIT A|JF = X}, called the covering of T.

2. add(Z) = min{|F|: F C T AJF ¢ T}, called the additivity of T.
3. non(Z) = min{|Y|: Y C X AY ¢ T}, called the uniformity of I.
4. cof(Z) = min{|F|: F CZAVA € Z3IAB € F (A C B)}, called the cofinality of T.

We can establish some relations between these cardinals. For example, all of them are infinite. In
particular, we show this for add(Z): if add(Z) < W, then there exists some F C Z such that
|F| < Wg, and |JF ¢ Z, that is, the union of finite many elements of Z are not in Z, which
contradicts that 7 is an ideal.

Theorem 1.3.3. IfZ is an ideal on X containing all its singletons, then add(Z) is regular, and the
order relations are given by Figure 1.2.

cov(Z) —— cof (Z
n

Ng —— add(Z >< — 9lX|
n(Z

Figure 1.2: Order relationships between the cardinal invariants associated with an ideal. Each arrow
indicates the corresponding inequality.

O
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According to his definition, we can characterize some properties of cardinal invariants in simple
ways, for example:

Lemma 1.3.4. Let \ an infinite cardinal. Then cov(N') > X if, and only if, no family F C N of
size < \ covers “2.

To define the well-known dominating and bounding numbers, we first define the preorder <* on
“w as follows:
r<"y:=3IN <wVn> N (z(n) <y(n)).

When z <* y we say that y dominates x. Notice that if x,y € “w, then we can find z € “w such
that x <* z and y <* 2.

Definition 1.3.5. Let f, g € “w. We define the following cardinals:

l. b:==min{|B|: F C“wA ~[Jy € “wVa € B(x <* y)|}, called the bounding number.

2. 0 =min{|D|: D C“wAVz € “wldy € D(z <* y)}, called the dominating number.

That is, b is the smallest cardinal of a unbounded family in “w and 0 is is the smallest cardinal of a
dominating family of “w. It is not difficult to show that:

Theorem 1.3.6. 8; < b < < 2%,

Cichon’s diagram

The cardinals in Figure 1.2 have been extensively studied for the ideals M and N (see Sec-
tion 1.2.2). There is a diagram that is responsible for representing a complete comparison between
these cardinals, which is known as Cichon’s diagram, presented in Figure 1.3, where each arrow in
the diagram represents a provable inequality in ZFC and the dotted lines mean that the equalities

add(M) = min{b, cov(M)} and cof (M) = max{0d, non(M)},

holds. Also, the diagram is complete in the sense that no more arrows can be added.

The proof of these inequalities and the completeness appear in [BJ95].

1.3.2 Relational systems and Tukey connections

The core idea of the proofs of the inequalities in Cichon’s diagram is the notion of Tukey connection,
which we define in this section. But first, we must to define relational systems:

Definition 1.3.7. R = (X,Y, <) is a relational system if X,Y are non-empty sets and < is a
relation.

Definition 1.3.8. Let R = (X, Y, <) a relational system. We say that:

1. B C X is R-bounded if, and only if, there is some y € B such that, forany z € X, z < y.
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Figure 1.3: Cichoni’s diagram.

2. D CY is R-dominating if, and only if, for any x € X, there is some d € D such that x < y.

These notions of bounding and dominating allow us to define an analog of b and ? for relational
systems:

Definition 1.3.9. Let R a relational system. We define the following cardinals:

1. b(R) := min{|B|: B C X and B is R-unbounded}, called the bounding number of R

2. 9(R) == min{|D|: D C X and D is R-dominating}, called the dominating number of R

Below we present some examples of relational systems. But first, we need the notion of directed
pre-order:

Definition 1.3.10. We say that (S, <g) is a directed preorder if it is a pre-order and, for all s, € S,
there exists some ¢ € S such that » <g t and s <g ¢.

For example, it is clear that (w, <*) is a direct preorder. Also, notice that every linear order is a
directed pre-order, so in particular, if « is an ordinal, then («, €) is a directed preorder.

Definition 1.3.11. If (S, <g) is a directed preoder and S # (), then S := (S, S, <g) is a relational
system. In this case, we define cf(S) = 2(5).

So b = b((“w,“w, <*)and 0 = 0((“w, “w, <*).

Theorem 1.3.12. [f (S, <g) is a directed preorder without maximum, then
cf(b(5)) = b(S) < cf(a(5)) <2(5) < |S].

Moreover, if S is a linear order; then b(S) = 9(S) = cof(5).

The main point in this proof is the following lemma:
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Lemma 1.3.13. Let k be a cardinal. If B, D C S are witness of b(S) and 9(S) respectively, then:

1. If B=U,.,.Baand Vo < k (|Ba| < b(S)), then k > b(S5).
2. IfD =, Do and Vo < k(| Do| < 0(S)), then > b(S).

Now we present another some examples of relational systems:

Example 1.3.14. Let 7 be an ideal on a set X containing all its singletons.

1. We can consider Z = (Z, C) as a directed preorder and therefore Z = (Z,Z,C) is a rela-
tional system. In this case, we have that:

(a) b(Z)
(b) °(7)

add(Z).
cof (7).

2. Cr = (X,Z, €) is arelational system. In this case we have that:

(@) 9(Cz) = cov(Z),
(b) 6(Cz) = non(Z).

Similar to Lemma 1.3.4, we have that:

Lemma 1.3.15. Let A be an infinite cardinal. Then b > ) if, and only if, any F' C w® of size < A
is bounded in w* .

When @ is an infinite cardinal and X is a set with |X| > 6, we have that [X]<? is an ideal very
useful in the applications because, to compute cardinal invariants, one usually compares relational
systems with such ideals. In particular, we need the following result:

Lemma 1.3.16. Let 0 be an infinite cardinal and X a set such that | X | > 0. Then, non([X]<?) = 6.

In a natural way, we can define the dual of a relational system:

Definition 1.3.17. We define the dual of a relational system R = (X, Y, <1) by R+ := (Y, X, <),
where the relation is given by: forany y € Y andz € X, y <t 7 :& —(z < y).

For example, C+ = (Z,X,%) and I+ = (Z,Z, R).
The following are some basic dual properties:

Lemma 1.3.18. Ler R = (X, Y, Q) a relational system. Then
1. (RH)*r=R.
2. Being R*-unbounded and being R-dominating are equivalent.

3. Being R*-dominating and R-unbounded are equivalent.

10
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4. 3(RY) = b(R) and b(R*) = 2(R).
Now we introduce the notion of Tukey connections, which can be thought of as homomorphisms

between relational systems:

Definition 1.3.19. Let R = (XY, <), R’ = (X',Y’, <) be relational systems. We say that
(Y_,9y): R — R’ is a Tukey connection from R to R'if¢_: X — X' and ¢, : Y’ — Y are
functions such that

Vee XVy €Y' (v_(x) <"y = x <y, (¥)).

In this case, we write R =<t R’ and we say that R is Tukey-below R'. When R <1t R’ and
R’ <1 R we say that R and R’ are Tukey equivalent and we denote it by R =1 R’'.

As expected, Tukey connections preserve the basic properties of relational systems:

Theorem 1.3.20. Let R = (X,Y, <), R' = (X', Y’, <) be relational systems and a Tukey con-
nection (Y_,¢¥y): R — R'. Then:

1. If D' CY'is R'-dominating, then 1), [D'] CY is R-dominating.
2. (Yy, ) (R — R is a Tukey connection.

3. If B C X is R-unbounded, then 1_|B| is R'-unbounded.

As mentioned before, the inequalities in Cichon’s diagram were proved using Tukey connections.
Figure 1.4 illustrates these connections.

Cy — Cyy M N Crrj<ny
(ww)J_ Wy
C[J]I_g]<?*1 ./\/’J‘ MJ‘ CM Cj\_/’

Figure 1.4: Cichon’s diagram via Tukey connections. Any arrow represents a Tukey connection in
the given direction.

Strongly unbounded families

One notion that will be really useful in Chapter 5 is that of strongly unbounded family:

11
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Definition 1.3.21. Let R = (X, Y, <) be a relational system, / an index set and # a cardinal such
that g < 6 < |I|. We say that a family {x;: ¢ € I} C X is strongly 0-R-unbounded, when for
anyyeY, [{i €l:z; Ry} <6.

If R is a relational system, we can characterize “Cij<e =1 R” in terms of existence of a strongly
0-R-unbounded family {x;: i € I} C X:

Theorem 1.3.22. Let 0 be an infinite cardinal, I a set of size > 0 and let R = (X,Y <) be a
relational system. Then, Cip<e =1 R if, and only if, there exists some strongly 0-R-unbounded
family {z;: i € I}. In this case, b(R) < 0.

1.4 Boolean algebras

Boolean algebras will be important for us fundamentally for two reasons: on the one hand, the
domain of finitely additive measures (see Definition 3.1.1), will be Boolean algebras. On the other
hand, although there are different alternatives, we are going to define the completion of a forcing
notion as a complete Boolean algebra (Subsection 1.5.4). For more on Boolean algebras, [BM77]
and [GP09] are recommended.

Definition 1.4.1. B = (B, N\,V,~,04, 1y) is a Boolean algebra if A is a non-empty set, A, V
are binary operations on %, ~ is a unary operation on %, 14,04 € 2 and it satisfies the following
properties for all a, b, c € A:

1. Commutativity: 4. Distributivity:
(@ aVvb=>bVa, @ (avb)Ac=(anc)V (bAc),
(b) anb=DbAa. (b) (anb)Ve=(aVec)A(bVe).
2. Associativity: 5. Identity:
(@ aV(bVe)=(aVb) Ve, (@) aNlg=a,
(b) an(bAc)=(aNb)Ac. (b) aV 0z = a.
3. Absorption: 6. Complements:
(@ (aVb)Ab=Db (@) aV ~a=1g,
(b) (aNb)Vb=0. (b) aN ~a =0z

The operations A and V are known as meet and join respectively. Also A,V and ~ are known as
the Boolean operations of 4.

Notation 1.4.2. We will use calligraphic letters %, %, Z, etc. to denote Boolean algebras.

Example 1.4.3. The canonical example of a Boolean algebra is the power set: consider a non-
empty set X. Then (P(X), N, U, ¢, (), X) is a Boolean algebra.

12
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Let % be a Boolean algebra. A Boolean subalgebra of % is a non-empty subset ¢ C % which is
closed under the Boolean operations of 4. So, it is clear that %, is itself, a Boolean algebra and
0g,14 € €.

Let B C 4. Itis easy to prove that the intersection of all Boolean subalgebras containing B is a
Boolean subalgebra of A. Indeed, it is the C-minimum Boolean subalgebra of % containing B,
which is called the Boolean subalgebra generated by B and denoted by (B) % or, simply (B), when
the context is clear. In this case, B is called the generator set of (B) 4 If B is a finite set, we say
that (B) 4 is a finitely generated Boolean algebra.

We can characterize (B) 4 in terms of finite Boolean combinations in B:

Lemma 1.4.4. Let # a Boolean algebra and B C . Then (B) consists of all elements of the form

where n < w, foreach j < mn, m; < w, and forall j,k < w, either b, € B or ~b;, € B.

Every Boolean algebra induces a partial order on itself:

Lemma 1.4.5. Every Boolean algebra 9 can be endowed with a partial order structure as follows:
forany a,b € A,
a<gb:=aNb=a.

This will allow us to consider Boolean algebras as forcing notions (see Section 1.5), however, note
that Definition 1.4.1(5)(b) implies that 04 is the least element of (%, <), which would trivialize
the forcing properties of Z. So, we define:

Definition 1.4.6. When 4 is a Boolean algebra, we define 1 := 2\ {04}.

Notice that, if # is a Boolean algebra and a,b € #, then a A b and a V b are the infimum and
the supreme of {a,b} respectively, in the sense that they are the minimum upper bound and the
maximum lower bound, respectively, with respect to the order <. Furthermore, if [ is a finite set
and B := {b;: i € I} C A, we can define recursively

\bi, \bie®
iel el
in a natural way. In this case, we denote:
A\B = N\biand \/ B :=\/b:.
iel el

However, for [ infinite, when defining \/,_; b; and A\,_, b; using the idea of the supreme and the
infimum, in general, there are problems with the existence in %: for example, it is clear that
(L(IR), N,U, <, 0,IR) is a Boolean algebra because it is a Boolean subalgebra of P(IR). If V C IR
is a non-Lebesgue measurable set, then {{z}: z € A} C L(IR) has no supreme in L(IR).

A Boolean algebra such that every infinite non-empty subset has supreme is called complete, and
a Boolean algebra such that every countable non-empty subset has supreme is called o-complete.
For example, P(X) is complete for any set X.

13
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1.4.1 Boolean homomorphisms
Let A, € be Boolean algebras.

1. A Boolean homomporhism from 2 into %€ is a function h: & — % such that, for all a,b €
AB.
(@) h(a Ab) = h(a) A h(b),
(b) h(aVb)=h(a)V h(b),
(¢) h(~a) =~h(a).

2. A Boolean isomorphism from 28 onto ¢ is a bijective Boolean homomorphism from % into
% . In this case we say that % and € are isomorphic and we write % = € .

As a consequence of Stone’s representation theorem (see [BM77, Thm. 4.1]), we can characterize
any Boolean algebra using Example 1.4.3:

Theorem 1.4.7. Every boolean algebra is isomporhic to a Boolean subalgebra of P(X) for some
set X.

1.4.2 Atoms

Let # be a Boolean algebra. An atom of £ is a <z-minimal non-zero element of 2. For example,
if z € X, then {z} is an atom in P(X). We denote by At the set of all atoms of A.

We can characterize atoms in many ways:

Theorem 1.4.8. Let % be a Boolean algebra and a € %B. The following statements are equivalent:
1. a € Atgy.
2. a# Oandforanyb € B, ifb < a, then either a = b or b = 0.
3. Forany b € B exactly one of a <z bor a <~ holds.

4. a # 0, and for any finite B C A, if a < \/ B, then there is some b € B such that a < b.
As a consequence of (2), the atoms in % have an atomic minimal property: if a,a’ € Aty and
a <ga,thena =da'.

We are particularly interested in finitely generated Boolean algebras, because we are going to be
able to characterize their atoms in a very specific way, but first we must define:

Definition 1.4.9. Let 2 be a Boolean algebra and B C %. Then,

1. Forany b € # and d € {0, 1} we define:
b if d=0,

bt =
~b if d=1.

14
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2. For o € Fn(B,2) we set:

Ay = /\ b ®),

bedom(o)

Notice that for any o € Fn(F,2), a, € % because it is a finite Boolean combination of elements
in Z. On the other hand, since by Lemma 1.4.4 an element of 4 is in the sub-algebra generated by
a set B if and only if it can be written as a finite join of finite meets of elements and complements
of elements from B, we get:

Lemma 1.4.10. Let & be a Boolean algebra and B C . Then

(B) = { \/ a,: C € [Fn(B,2)}<w}.

oeC

As a consequence, if B is finite, then

<B>:{ \/ag:C’gBQ}.

oeC

As a consequence, as we mentioned before, we can characterize the atoms of finitely generated
Boolean algebras using a,:

Theorem 1.4.11. Let A be a finitely generated Boolean algebra generated by B. Then
Aty = {a,: 0 € P2 A a, #0}.

Proof. Let o € B2 be such that a, # 0 and let b € % be such that b < a,. By Lemma 1.4.10, there
exists some C' C 52 such that b = \/UGC a,,. Consider two possible cases:

1. 0 € C:inthis case, a, < \/ .- ar =b. Thus, a, = b.

2. 0 ¢ C: fixT € C. Since o ¢ C, there is some ¢ € B such that o(c) # 7(c). Without loss of
generality, assume that o(c) = 1 and 7(c) = 0, hence, on the one hand, it is clear that a, < c.
On the other hand,

a; < \/avzbgaggwc.
veC

Therefore, a, < ¢, ~ ¢, hence a, = 0. Thus, for any 7 € C' we have that a, = 0, that is,
b=0.

Whence follows that, for any b € % below a,, either b = a, or b = 0. Thus, by Theorem 1.4.8(2),
ay € Atg.

Reciprocally, let a € Aty. By Theorem 1.4.8(3), for any b € % we have that either a < b or
a <~b. So we can define o: B — 2 such that:
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Let b € B and notice that:
ob)=1=a<~b=b"=0"Yando(b) =0=a<b=10"=b"",

that is, for any b € B, we have that a < b*® hence a < a,. This implies that a, € Aty because if
a, = 0, then a = 0, which is a contradiction. Finally, by the atomic minimal property, we conclude
that a = Qg |:|Theorem 1.4.11

Asa consequence:

Corollary 1.4.12. If A is a finitely generated Boolean algebra, then Aty is finite. Furthermore,
|Aty| < 218! where B is a generator set of 4.

Lemma 1.4.13. Let 2 be a Boolean algebra, b € 2 and A C Aty finite. If b = \/ A, then
A={a€Aty: a <b}.

Proof. Notice that, if ¢ € A, then ¢ < \/ A = b, so ¢ < b. Reciprocally, let a € Aty such that
a < b, hence a < \/ A and, by Theorem 1.4.8(4), there exists a’ € A such that a < «’. Thus, by the
atomic minimal property, a = a’ € A. ULemma 1.4.13

Theorem 1.4.14. Let A be a finitely generated Boolean algebra. Then Aty partitions 14 in the
following sense:

1. Ifa,d’ € Aty and a # d, then a \ a' = 04,

2. 1y =\ Aty.
Furthermore, any b € % is partitioned by atoms.

Proof. Let B C 4 finite such that (B) = A.

1. Leta,a’ € Aty suchthata # a'. Since in particular aAa’ < a, we have that either aAa’ = 04
oraAa’ = a,however, a Aa’ = a implies, by the atomic minimal property, that a = a’. Thus
aNa =0g.

2. First, notice that \/ Aty is defined by virtue of Corollary 1.4.12. Now, by Lemma 1.4.10,
there exists C' C 52 such that 14 = V,ec @o- Define A = {a,: 0 € C}, hence 15 = \/ A,
and by the previous Lemma, it follows that A = {a € Aty: a < 1y} = Aty. Finally,

Finally, that any b € Z is partitioned by atoms is clear by Lemma 1.4.10 and Theorem 1.4.11.
|:|Theorem 1.4.14

16



1.4. Boolean algebras

1.4.3 Filters, ultrafilters and ideals

Let 8 a Boolean algebra. A filter on 2 is a non-empty set F' C % such that:

. Ifx,y € Fithenz Ay € F,
2. fz e Fandx < y,theny € F,

3.04¢ F

An ultrafilter on 4 is a filter F' C % such that, forany b € &, b € F or ~b € F.
Dual to the definition of filter, an ideal on % is a non-empty set I C 2 such that:

1. fz,ye I, thenxVyel,
2. fzelandy < x,theny € I,

3. 1y ¢ 1.

For example, if X is a Polish space with a measure on B(X), then A/ (X) is an ideal on B(X),
indeed it is an o-ideal, that is, it is closed under countable unions.

Filters and ideals on a Boolean algebra are dual notions in the following sense:

Lemma 1.4.15. Let F' C A. Define F~ = {~a: a € F}. Then F is a filter on A if, and only if,
F~is an ideal on 4.

Since filters are upwards closed and closed under A, and ideals are downwards closed and closed
under V, we can characterize the Boolean sub-algebra generated by a filter as follows:

Theorem 1.4.16. If ' C A is a filter, then (F') = F'U F™~. As a consequence, if F' is an ultrafilter
on A, then (F') = A.

Definition 1.4.17. Let X be a non-empty set. We say that F' C P(X) is a free filter if it is a filter
such that [X]<® C F.

Ideals will allow us to define quotients of Boolean algebras:

Definition 1.4.18. Let % a Boolean algebra and B C . We define the relation ~3 on & as
follows:
ar~pb:s (aN~b)V (DA ~a) € B.

Notice that in particular, if % is a Boolean subalgebra of P(X) for some set X, then a ~p b iff
aAb € B, where a /A b is the symmetric difference between a and b.

The relation ~p is interesting when A is an ideal on %:

Theorem 1.4.19. If [ C A is an ideal, then ~ is an equivalence relation on 9. Furthermore,
B|1 .= B~ is a Boolean algebra with the natural operations.
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Characterizing the order of %/ I will be useful for our definition of random forcing (Section 1.5.8).

Example 1.4.20. Let & be a Boolean algebra and [ an ideal on %. For b € B, we denote [b]; :=
[b]~,. Then we can characterize the order of #/I as follows:
lal; < [b]r < [alr Ablr=[al; < [anb=lal; < (aAD) ~ra
S [(aANDA~alVaAN~(aAb)] el & [(aN~a)V(aA~D)] €T
S [0V(an~Db)el
Sah~bel.

Thus, [a]; <1 b & aN ~be T

1.5 Forcing and iterated forcing

In this section we develop the fundamental ideas of forcing and its iterations without going into
technical details. We rely mainly on [Kunl1], [Kun80] and [Mej20].

Remark 1.5.1. It will be common throughout this thesis to use set as models of ZFC. Although
this is not precise, since it contradicts the Godel’s second incompleteness theorem, this is justified
in the sense that, thanks to the reflection theorems (see [Kunl1, Sec. I1.5]), we know that, in ZFC,
there are arbitrarily large finite fragments of ZFC. So, when we referring to N as a model of ZFC,
it should be understood that N is model of a large enough finite fragment of ZFC.

1.5.1 Forcing notions

A forcing notion is a non-empty pre-ordered set P := (P, <), that is, P # () is a set and < is a
pre-order relation on P. If p,¢ € P and p < ¢, we say that p extends q. Also, elements in [P are
usually called conditions. In general, we use letters as P, Q, R, etc. to denote forcing notions.

Definition 1.5.2. Let P be a forcing notion and p, ¢ € P. We say that:

1. p,q are compatible in P, denoted by “p ||p ¢” if, and only if, there exists some r € P such
thatr < pandr < gq.

2. p,q are incompatible in P, denoted by “p Lp ¢” if, and only if, they are not compatible.
3. A C Pis an an antichain in P if, and only if, for any p, ¢ € P such thatp # ¢, p Lpq.

4. P has the countable chain condition in P, abbreviated as “ccc” if, and only if, in P, every
antichain is countable.

We omit the subscript “P” in ||p and Lp when the context is clear.

For example, if 4 is a Boolean algebra, then (%1, <) is a forcing notion®. In this case, for
a,b€ B*, alzr b anb#0.

2Actually, (%, <) is also a forcing notion, however, forcing notions with least element are not interesting for us
for reasons that we will see later.
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1.5. Forcing and iterated forcing

We say that p € P is a atom if, for any ¢, 7 < p, we have that ¢ ||p r. If P has no atoms, we say that
it is an atomless forcing notion.

Definition 1.5.3. Let (P, <) a forcing notion. The separative order induced by < on IP, denoted by
<*, is defined by: p <*® ¢ if, and only if, for any r < p, 7 || ¢.

Notice that, if p < ¢, then p <*® ¢, however, the converse is not true in general. When the con-
verse holds, we say that P is a separative forcing notion. For example, the Boolean algebras are
separative. A converse attempt at forcing notions, in general, can be the following lemma:

Lemma 1.5.4. Let P be a forcing notion, p € P and (p;: i < n) C P. If for everyi < n, p <* p;,
then there exists some q < p such that, for any i < n, q < p;.

Definition 1.5.5. Let P be a forcing notion, p € P and D C P. We say that:

1. D is pre-dense in IP if, and only if, for any p € PP, there exists some g € E such that ¢ || p.
2. D is dense in P if, and only if, for any p € PP, there is some ¢ € D such that ¢ < p.

3. D is dense below p if, and only if, for any ¢ < p there exists some ¢’ € D such that ¢’ < q.

A filter on P is a non-empty upwards closed set G C P, such that every pair of elements in GG are
compatible in G. Also, if D is a collection of dense subsets of P, we say that GG is a P-generic filter
over D if itis a filter on Pand G N D # ) for any D € D.

When D is countable, we can prove the existence of P-generic filters over D:

Lemma 1.5.6. Let P be a forcing notion and D a non-empty countable collection of dense subsets
of P. Then, for any p € P, there exists a P-generic filter G over D such that p € P.

1.5.2 The generic extension

For this section we fix a countable transitive model M of ZFC and if P is a forcing notion, we
abbreviate “(P, <) € M” as “P € M”.

Let [P be a forcing notion such that P € M. We say that G C P is a generic filter over M if, and
only if, G is P-generic over {D € M: D C PP is dense}.

Now, we define the class of P-names, denoted by V¥, by induction as follows: 7 € V¥ if, and only
if, 7 is a relation and for any (o, p) € 7 we have ¢ € V¥ and p € P. Naturally if 7 € V¥ we say that
7 is a P-name. Also M¥ := VF N M, that is, M¥ = {7 € VF: (7 is a P-name)™}. To each P-name
we can assign a value respect to a generic filter over M: if 7 € V¥ and G C P is a generic filter
over M then by recursion we define 7[G], the value of 7 in G as follows:

7|G] = {o[G]: Ip € G((o,p) € 7)}.

Also, M[G] := {7[G]: 7 € M} is called the generic extension of M respect to G and M is called
the ground model in this context.
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Remark 1.5.77. When dealing with forcing, unless otherwise specified, we work on some ground
model M.

Example 1.5.8. Let IP be a forcing notion and 7, o be P-names. If we define the following P-names:

* up(o,7) = {(r,p): p€ P} U{(0,p): p € P}.
* op(7,0) = {up(up(r,7),up(r,0))}.

e un(r) ={(m,r):r€ParIo,p) €rIgeP(n,q) Eonr<qgnrr<p|},
and G is P-generic over M, then:
up(r,0)[G] = {7[G],0[G1}, op(7,0)[G] = (7[G], o[G]) and un()[G] = | J 7[C.
Notice that up, op and un are absolute notions for transitive models of ZFC.

In a natural way, we can define P-names of the members of the ground model and for the generic
set: for any x € M we define

i={(%p):z€xApecPland Gp = {(p,p): p € P}.
It is clear that those are P-names and for any z € M, Z[G] = z and Gp[G] = G, if G is a P-
generic filter over M. As a consequence, the ground model is a subset of the generic extension and

G € M|G]. Moreover:

Theorem 1.5.9. Let P € M be a forcing notion and G C P a generic filter over M. Then:

1. M C M[G] and G € M[G].
2. M N Ord = M[G] N Ord.
3. M[G] is a countable transitive model of ZFC.

4. Indeed M|G)| is the minimum model of ZFC, respect to C, containing M such that G € M,
that it, if N is a model of ZFC such that M C N and G € N, then M[G] C N.

Let P € M a forcing notion with minimun p. Notice that, P is a [P-generic filter over M because
every pair of elements in [P are compatible via p. As a consequence, since in general, if H and G
are generic filters and H C G then G = H, it follows that P has a unique P-generic filter over
M, namely, PP itself. So for every P-generic G over M, we have that G € M, and therefore, by
Theorem 1.5.9(4), M[G] = M, that is, all the forcing that we can do in the generic extension is
trivialized. Thus, we always work with atomless forcing notions.
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1.5.3 The forcing relation

For a forcing notion P, the forcing language F Lp is the class of logical formulas formed using
the binary relation “c”, and all names in V* as constant symbols. Although V¥ is a proper class,
we are interested only in MF, which is a countable set. If 7 is a sentence of FLp whose constant
names are in MY, then “M[G] & " has its usual model-theoretic meaning, interpreting “€” as
membership and each name 7 as its value 7[G]. So we can define a forcing relation: we say that
p IF3 4 holds if, and only if, M[G] = « for every filter G on P such that p € G, and G is P-generic
over M.? When the context is clear we omit the subscripts “P” and “M” in IF}! .

The forcing relation can be defined without resorting to models, in the ground model, and with
absolute notions, however, it is a careful and tedious construction (see the relation IF* in [Kunll1,
Sec. IV.2], which interpreted in M is II—II?![ in M).

The so-called Truth Lemma allows us to characterize the forcing relation:

Theorem 1.5.10. Let P € M be a forcing notion, G C P a generic filter over M and ¢ € F Lp with
constants in M¥. Then,

M[G] = ¢ if, and only if, Ip € G(p I+ ).

Notation 1.5.11. If P € M is a forcing notion, p € P and ¢ € FLp, we denote I-p ¢ if, and only
if, forany p € P, p IFp .

1.54 Embeddings and completions

We start by defining the notions of dense and complete embedding, which allow information to be
transferred between forcing notions, in a similar way to isomorphisms in algebraic structures.

Definition 1.5.12. Let P, Q be forcing notions and ¢: P — (Q a function. We say that ¢ is a complete
embedding if:

1. forany p,p’ € Pp <pp' = 1(p) <g t(p),
2. forany p,p' € P, p Lpp' < 1(p) Lo(p'),

3. If A C P is a maximal anti-chain in PP, then ¢[A] is a maximal anti-chain in Q.
Also, we say that ¢ is a dense embedding if (1) and (2) hold along with:
4. 1|Q] is a dense subset of .

It is not difficult to prove that every dense embedding is complete.

Given forcing notions P, Q, a function .: P — Q and ¢ € Q, we say that » € P is a t-reduction
of q or simply a reduction of q , if for any p < 7, «(p) |lo ¢- This notion allows us to get a
characterization of complete embeddings:

3In a similar way to the definition of “2l = 1" (see [Kun12]).

21



Chapter 1 Preliminaries

Lemma 1.5.13. Let P, Q be forcing notions. Then : P — Q is a complete embedding if, and only
if, (1) and (2) from Definition 1.5.12 hold, and for any condition in Q, there exists an (-reduction
inP.

The following example will be helpful to define the random forcing notion. Considering B(*2) \ N/
ordered by inclusion, then:

Example 1.5.14. The map ¢: B(¥2) \ N — B(“2)/N defined by «(B) := [B] is a dense embed-
ding. Indeed, let A, B € B(“2) \ NV.

1. Assume that A C B, hence AN B¢ = () € N. Therefore, by Example 1.4.20, it follows that
[Alx < [Blw.

2. If A, B are incompatible in B(“2)\N, then ANB € N Therefore, [A]yA[B]y = [ANB]y =
[0]n, that is, [A] ;- and [B] are incompatible in B(“2)/N.

3. Let [B]y € B(¥2)/N. Since we consider B(“2)/N as a forcing notion, [0]x ¢ B(“2)/N,
hence [B|y # [0], that is, by Definition 1.4.18, B = BA() ¢ N Therefore, B € B(*2)\N
and +(B) = [B]y. Thus, ran(:) is dense.

Thus ¢ is a dense embedding.

To simplify writing, we use the following notation:

Notation 1.5.15. Let P, Q be forcing notions. We write “P ¢ Q” when P C Q and the identity
map is a complete embedding.

It is clear that,

Lemma 1.5.16. Let P, Q be forcing notions. If () C P is dense subposet and Q G @), then Q ¢ P.

Given a complete embedding ¢: P — Q, we can naturally induce a correspondence between the
class names:

Definition 1.5.17. If .: P — Q is a complete embedding, we define t*: VF — V@ recursively, as

follows:
(1) = {("(0),¢(p)): (0.p) € T}

A complete embedding ¢: P — (Q establishes a correspondence between the generic filters of P
and the generic filters of Q:

Theorem 1.5.18. Assume that 1: P — Q is a complete embedding and H is Q-generic filter over
M. Then:

1. G = "'[H] is P-generic over M and M|G] C M[H|. Even more, if v is a dense embedding
in M, then M|G| = M[H].

2. Ift € VP and o .= 1*(7), then o[H| = 7[G].
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3 IfpeP, 1, ..., a1 € VE and o(zo, - .., Tp_1) is an absolute formula between transitive
models of ZFC, then

plE “o(10, ... Tuo1)” < t(p) IF “p(*(10), -, " (Tho1)) 7

4. If v is a dense embedding, then (c) is valid without the absoluteness requirement of .

5. If vis a dense embedding and G' is P-generic over M, then
H =G ={reQ:3qeGl(g<r)}
is Q-generic over M and M[H'| = M|G'].
We can define the notion of complete embedding with respect to models: if Q € M, R € N are
forcing notions, f € N is a function and M C N, we say that f: Q — R is a complete embedding
respect to M, if (1) and (2) from Definition 1.5.12 hold and, for any maximal anti-chain A C P

such that A € M, we have that f[A] is a maximal anti-chain in R. So we get similar results to (1)
and (3) from Theorem 1.5.18 with respect to models:

Lemma 1.5.19. Let f: Q — R be a complete embedding with respectto M, Q € Mand R, f € N.
If H C R is R-generic over N, then G = f~'[H| is Q-generic over M and M|G] C N[H].

Lemma 1.5.20. Assume that M C N are transitive models of ZFC, Q € M and R € N are
forcing notions, and let « € N such that, 1: Q — R is complete embedding with respect to M.
Ifp e Q 7,...,7n_1 € M are P-names and p(xy, . .., T,_1) is a formula upwards-absolute for
transitive models of ZFC, then p Ik “p(o, ..., 7o) implies 1(p) IFg “p(c(70), ..., t(Tn1)) "
The converse is true when ¢ is absolute for transitive models of ZFC.

Forcing completions

Given a forcing notion P, we say that (%&p, tp) is a forcing completion of P, if Ap is a complete
Boolean algebra and (p: P — %" is a dense embedding.

Theorem 1.5.21. Every forcing notion has a forcing completion and it is unique up to isomorphism.

Using completions, we can define a notion of forcing equivalence:

Definition 1.5.22. Let P, Q be forcing notions. We say that P, Q are forcing equivalent, if its
forcing completions are Boolean isomorphic. In this case we write P = Q.

It can be shown that dense embedding induces isomorphisms in the completions:

Theorem 1.5.23. Let P, Q be notions forcing and (PBp, ip), (Po, L) its forcing completions, re-
spectively. Consider the completion diagram of P and Q defined in Figure 1.5. Then:

1. If1: P — Qs a complete embedding, then there is a unique complete embedding f: By —
%’6 , such that the diagram in Figure 1.5 commutes.

2. Ifv: P — Qs a dense embedding, then there is a unique isomorphism f: By — ,%6 , such
that the diagram in Figure 1.5 commutes. 23
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B 1 B

Figure 1.5: Completion diagram of PP and Q.

As a consequence, the existence of a dense embedding is enough to have forcing equivalence:

Corollary 1.5.24. If P, Q are forcing notions and v: P — Q is a dense embedding, then P = Q.

As a consequence, by virtue of Example 1.5.14, we have that 5(“2) \ A and B(“2) /N are forcing
equivalent.

1.5.5 Linkedness properties

Linkedness properties are combinatorial properties of forcing notions or subsets of forcing notions.
Since the combinatorial structure of forcing notions affects what they can force, it is very useful to
study these properties. Below we define those that will appear throughout this thesis:

Definition 1.5.25. Let P be a forcing notion, () C P’ and y an infinite cardinal.

1.

For 2 < n < w, we say that Q) is n-linked, if for every subset ' C () such that |F'| < n, there
exists some g € PP such that, for any p € F, ¢ < p. When n = 2, we just say that () is linked.

. @ C Pis centered if it is n-linked for any 2 < n < w.

. P is p-linked if there exists a sequence ((Q),: o < u) of linked subsets of P whose union is

P. When ;1 = N, we just say that PP is o-linked. Also, if each (), is m-linked, we say that P
is pu-m-linked.

. P is p-centered, if it is a union of y-many centered subsets. When p = Ny, we just say

o-centered.

. We say that P is p-cc, if every antichain in [P has size < pu. Notice that, ccc (see Defini-

tion 1.5.2(4)) corresponds to N;-cc.

. P is k-Knaster if, for any () € [P]", there exists some linked subset )’ € [Q]". For k = ¥,

we just say Knaster.

. Pis k-m-Knaster if, for any @) € [P]”, there exists some m-linked subset Q) € [Q]". Notice

that x-2-Knaster is just k-Knaster.

For example, if G C P is a generic filter, then it is centered.

For Boolean algebras as forcing notions, we can characterize the notion of o-centered as follows:
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Lemma 1.5.26. A Boolean algebra % is o-centered if, and only if, there exists a sequence of
ultrafilters (F,,: n < w) such that % =J __F,

n<w = N
Below we present some relationships between the notions that we have just defined:

Theorem 1.5.27. Let P be a forcing notion. Then,

1. If P is k-Knaster, then it is k-cc.
2. If P is u-m-linked, then it is ;*-m-Knaster
3. If P is u-m-linked, then it is ;i -cc.

4. If P is o-centered, then it is ccc.

Fréchet-linkedness

Diego Mejia in [Mej19] introduced a new and more sophisticated linkedness property:

Definition 1.5.28. Let P be a forcing notion and x an infinite cardinal.

1. We say that a set ) C P is Fréchet-linked in P, abbreviated Fr-linked if, for any sequence
P = (pn: n <w) € Q¥, there exists some ¢ € P such that ¢ IFp “|{n < w: p, € G}| > N,".

2. We say that P is y-Frechet-linked, abbreviated by p-Fr-linked, if (J,, i ()., 1s dense in P, for
some sequence (@, : o < ) of Fr-linked subsets of PP.

3. We say that P is k-Fr-Knaster if, for any @) € [P]*, there is some Fr-linked Q" € [Q]".

A dominating real over M is a real number d € “w such that, for any x € w* N M, x <* d. The
Fr-linkedness notion arises implicitly in Arnold Miller’s proof (see [Mil81]) that the eventually
different forcing notion E does not add dominating reals, and it turned out to be very useful because
it implies preservation properties (see [Mej19, Sec. 3]).

For example, every forcing notion IP is |P|-Fr-linked (see Corollary 4.2.11 and Example 4.2.14).

Below, we present some properties of Fr-linked forcing notions that will be important for us:
Lemma 1.5.29. Let P a forcing notion. Then
1. No Fr-linked subset of P can contain infinite antichains.
2. p-Fr-linked forcing notions are p*-cc. Moreover, they are i+ -Knaster.
For the reason of the definition, it is natural to expect that:
Theorem 1.5.30. If P is o-Fr-linked, then P does not add dominating reals.

As a consequence, if P adds dominating reals, then it is not o-Fr-linked.

One of the main objectives of this thesis is to introduce a new linkedness property, that we call
p-FAM-linked (see Definition 4.2.8), which will be related with p-Fr-linked.
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1.5.6 A-systems

In this section we present a very usefull combinatorial result: the A-system lemma. Our main
reference here is [Kun80].

Definition 1.5.31. A family of sets .A forms a A-system with root A if, X N Y = A whenever
X, Y € Awith X #Y.

As long as A is a family of finite sets and |A| = & is regular, we can guarantee the existence of
A-systems, because the regularity of « allows us to perform the appropriate reductions to build a
root. Moreover,

Theorem 1.5.32. Let k be an uncountable regular cardinal and let A = (A.,: v < k) be a family
of finite sets, such that (| J A, <) is a well-order. Then, there are E € [k]", n* < w and r* C n*,
such that:

1. B :={A¢: £ € E} forms a A-system with root A,
2. forany & € E, dom(A¢) = {an~: n < n*}is arranged in <-increasing order,
3oane € A nert forany € I,

4. foranyn € n* \r*and £, € E,if € < ( then a, ¢ < an.

Although this is not the usual way of stating the A-system lemma (see, for example, [Kunll,
Lem. II1.2.6]), as it is suited to our particular needs, the proof is the same as the one presented by
Kenneth Kunen in [Kun80, Thm. 1.6].

1.5.7 Nice names

Let P be a forcing notion. For a function A such that dom(h) is an anti-chain in P and for any
p € P, h(p) € VF, we denote:

an(h) == un({(h(p),p): p € dom(h)}),

2

hence, for any p € dom(h), we have that p I-“an(h) = h(p)”.
Now, fix two sets B and C.

1. We say that & is nice P-name of a member of C if & = an(h) for some function A into

dom(C) = {y: y € C} such that dom(h) C P is a maximal anti-chain.

2. If H is a function from B into M¥, denote:
fn(H) = {(op(&, H(z)),p): v € BAp € P}.
3. Say that f is a nice P-name of a function from B into C if f = fn(H) for some function

H: B — nice(C'). Also denote ncf(B, C') := ncfp(B, C) the collection of all nice names of
functions from B into C.
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The following results justify the name of “nice names™:

Lemma 1.5.33. Let B,C € M. Then:

1. If i € M is a nice name of a member of C, then I-“3 € C”.

2. Iff € M is a nice name of a function from B into C| then H—“f: B—(C”

Theorem 1.5.34. In M, let B and C be sets, p € P and o € MF. Then:

1. Ifpl-“c € C”, then there exists some nice P-name & of a member of C' such that p I+ “o =

(2]

T .

2. Ifpl-“o: B — C”, then there exists some nice P-name f of a function from B into C' such
that p IF“oc = .

The following result allows us to estimate the cardinal of nicep(C') and ncfp(B,C). In general
when we use this result we refer to it using phrases like “by counting nice names” (see, for example
Construction 5.5.1).

Theorem 1.5.35. Let B and C be sets, and let r be an infinite cardinal. If P has the k-cc, then:

1. |nicep(C)| < |B|<* - |C|<*.

2. |ncfp(B, C)| < (|P<* - |C]<*)IP.

To define forcing iterations, we need the existence of a set with the following properties:

Lemma 1.5.36. Let P be a forcing notion and Q) a P-name of a non-empty set. Then there exists a

set of P-names (Q)p satisfying:

1. foranyq € <Q)P, IF “g e Q’

2. ifris aP-name and - “T € Q”, then there is some § € (Q)p such that I “T = ¢,

3. forany q, ¢ € (Q)p, ¢ = ¢ if, and only if, I “¢ = ¢'".

Q| < w”, then |{Q)p| < |[P]<*] - <~

Furthermore, if k and p are cardinals, P is k-cc and |Fp

1.5.8 Some forcing notions

This section deals with defining the forcing notions that we are going to use throughout the thesis.

Fundamentally there are four forcing notions: random forcing, Cohen forcing, Hechler forcing and
E.

We start with random forcing, the most important forcing notion in this thesis:
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Random forcing: B

Random forcing is the poset B(“2) \ N ordered with C, however, in terms of forcing, we have
other alternatives to define it:

Definition 1.5.37. B := {7 C <“2: T'is a tree and Leb([T]) > 0} ordered with C .

Let us show that the two forcing notions above are equivalent forcing:

Lemma 1.5.38. The forcing notion B is forcing equivalent with B(“2) \ N.

Proof. By Corollary 1.5.24, it is enough to prove that the natural function ¢: B — B(“2) \ N/
defined by «(T") := [T] is a dense embedding. Indeed, it is clear that ¢ is well-defined and the
preservation of the order C is easy. For the preservation of incompatibilities, assume that 7, 7" € B
and that [T'] N [T"] has positive measure. Consider the tree 7" := T NT". Then [T"] = [T] N [T"],
so 7" € B and T" is a subset of both 7" and 7", hence T' ||z 7”. Density follows because, for any
Borel B C “2,

Leb(B) = sup{Leb(C): C' C B closed in “2}. OLemma 1.5.38

As a consequence, by Example 1.5.14, we can consider random forcing as B. Also, since for
example Example 1.5.14, B(¥2)/N is forcing equivalent to random forcing, it follows that we
have three different ways of presenting the random forcing notion: B(“2) \ N, B(“2)/N and B.
In general, when we refer to random forcing, we will be referring to B, except in the proof of
Theorem 4.2.19, but there it will be made explicit who we are working with.

Finally, it is not difficult to show that, if G is a B-generic filter, then (.7 is a singleton, which
allows us to define the notion of random real:

Definition 1.5.39. If GG is a B-generic filter, the random real added by G is defined as the unique
7 € (\ree!T), and its B-name is denoted by 7.

Finally, regarding combinatorial properties, B is o-linked.

Cohen forcing: C

Although the usual definition of Cohen forcing is C := Fn(w, 2), ordered by the inverse inclusion,
thatis, f <pn(,2) g if, and only if, g C f, we can characterize it in a general way:

Theorem 1.5.40. Any atomless countable forcing notion is forcing equivalent to C.

If G is a C-generic filter set, the Cohen real added by C is ¢ = | JG, and its C-name is denoted
by ¢. So C adds a single Cohen real. More generally, if A if an infinite cardinal, we define C), =
Fn(A x w,2), which is a variant of Cohen forcing adding a A-sequence of Cohen reals: if G is a
C,-generic set and g := | J G, which is a function from \ X w into 2, the A-sequence of Cohen reals
added by C, is (c,: v < A), where ¢, (n) == g(v,n), forany v < Aand n < w.

We can characterize C,, in forcing terms, as a finite support product:

Theorem 1.5.41. Let \ be an infinite cardinal. Then C) = HES& o; Where Q, = C for any
a < A

Regarding combinatorial properties, it is clear that Cohen forcing has the ccc because it is count-
able, however, it satisfies a much stronger property: it is o-centered.
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Hechler forcing: D

Hechler forcing, denoted by D, is the canonical forcing notion to add dominanting reals. Its set of
conditions is w<¥ x w*, ordered by:

(t,y) < (s,z) = sCt x<yandVie |t|\ |s| (x(i) < t(7)).

If G is D-generic filter over M, then we denote d = |J{s € “Yw: Jz € w’ N M((s,z) € G)},
which is called the Hechler real over M, and it can be shown that it is a dominating real over M.
Regarding combinatorial properties, Hechler forcing is o-centered.

In Chapter 5 (see Construction 5.5.1), we are going to force b > « for some cardinal x, and for
this, we will use partial Hechler forcing, that is, ID restricted to a suitable model N of ZFC. So, we
need that such a restriction does not affect some fundamental properties of Hechler forcing:

Theorem 1.5.42. Let k be an infinite cardinal and N a transitive model of ZFC of size < k. Then,
DY is o-centered, it adds a dominating real over N, and |DV| < k.
The forcing notion E

Although [ was first introduced by Haim Horowitz and Saharon Shelah (see [HS16]), the definition
below is based on [KST19, Def. 1.12].

Definition 1.5.43. By induction on the height & > 0, we define a countable tree T C <“w, func-
tions o, m,a, M : w — w and a map py: M(h) +1 — IR as follows:

1. Lo(T) == {()}, that is, the unique element of height 0 is (), and:

.« 0(0) =2, * M(0) == 16,
e 1(0) = 2, * po(n) = log, (7g) for n < 16,
e a(0) =4, * 11p(16) = co.

2. Assume we have defined £;,(T) for h < w. For any p € L,(T), define

succ,(T) = {p"(¢): L € M(h)}

and
L (T) = U succ,(T).
PELR(T)
Now,
e o(h+1) :=max{|Ly1(T)|, h + 3},
w4 1) i= [(h o+ 2)0(h + 1)+
e a(h+1) = m(h+1)"3,

e M(h+1):=a(h+1)3
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08, (111, (%) LA 0<n<Mh+1),
* pnaa(n) =
00, if n=MMh+1).

« If p € £511(T) and A C succ,, then we set 11,(A) == p,41(]A]).

Finally, define

T=ULuT

h<w

and if p C T is atree and p € p, p1,(p) == p,(suce,(p)).

So we have defined a countable tree 7~ C “w and, for each node pE 7 anorm {4, has been defined
on the subsets of succ,. We can intuitively think of the norm s, as a way of measuring how many
immediate successors has p. So, if 11, is big, we have more possibilities to extend subtrees in node

p.
From the definition, it is clear that:

Lemma 1.5.44. For each p € T, Jsuce,( | = (h) ,(0) = 0, p,(succ,(T)) = oo and, if
A C suce,(T), then |A] = [succ,(T)|(1 — a(h) W),

We can now define the forcing E:

Definition 1.5.45. Assume that 7, o, 7, a, M and {4, are as in Definition 1.5.43. The forcing E is
the set

) . 1
E = {pgT:plsatreeandeEp(pztrunk(p) = 1,(p) > 1+m>},

endowed with C.

One of the important components of [, apart from the trunk function, is the loss function:

Definition 1.5.46. Let p C 7 be a tree. If there is 2 < m < w such that:

1. lg(trunk(p)) > 3m,
2. forany p € p, 1g(p) > lg(trunk(p)) entails 11,(p) > 1+ L,
we say define loss(p) := -, where m is the maximal of such m.

So loss is a function from a subset of I to [0, 1]¢, moreover:

Theorem 1.5.47.

1. dom(loss) is a dense subset of ..

Leb([p]) >1_ loss(p)
5

2. For any p € dom(loss), T (rmk @) =

3. There exists some Boolean subalgebra % of B(“2) /N, such that E is forcing equivalent to
PB. More specifically, 1: E — B, defined by 1(p) = [[p]|n, is a dense embedding.
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1.5.9 Iterated forcing: finite support iterations

Let P be a forcing notion such that P € M. We say that Q= (Q, SQ) is a P-name of a forcing
notion if IFP“Q is a forcing notion”. In this case, we define

PoQ:={(p,4) ePxVF: plkp <4 Q)

with the order relation (p', ¢') <pgq (P, q) 1 P’ <p pand p’ IFp “¢’ <¢ ¢”. Subscripts are omitted
when clear from the context. Notice that, although in general, PP ® Qisa proper class, there are
dense subsets of it, for example, {(p,¢) € P® Q: ¢ € domQ}.*.

Now, define P % Q as any dense subset of P & Q and call it the two-step iteration of P and Q. It is
clear that, in forcing terms, it is well defined because any two dense subsets of P ® Q are forcing
equivalent. It is an iteration in the following sense: if G is a P generic filter over M and H is a
Q-generic filter over M[G], we define

GsxH={(p,q ecPxQ:pecGA{[G] € H.
This establish a bi-univocal correspondence between
{(G, H): G is P-generic over M and H is Q-generic over M[G]} and,
{K: K is (P * Q)-generic over M},
such that M[G * H] = M[G][H]. Graphically, we get an iteration as in Figure 1.6.

v P e L wMieE) = MG B

Figure 1.6: An example of two-step iteration
Inductively, we can perform n-step iterations for any n < w and we can generalize this for ordinals

a, however we must be careful in the definition of limit steps. We are only interested in a certain
type of iterations called finite support iterations:

Definition 1.5.48. Let 7 € Ord. We say that P, = (P,, Q,: a < ) defined by transfinite induc-
tion on o < 7 18 a finite support iteration if it satisfies:

1. Py := {0},
2. For any a < 7, if p € IP, then p is a function with dom(p) € [a]<¥,
3. Fora <, Qa is P,-name of a forcing notion and
Poi1 = {p: pla € Py aa € dom(p) = p(a) € (Qu)p, },

ordered by ¢ <,y1 p & qla<splaandqlalk, “gla) <y, pla)”,

“Indeed, this is Kenneth Kunen’s definition of P ® Q) (see [Kun11, Sec. V.3.3])
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4. a<ntm =P, CP,,
5. For v < limit, P, := limdir,.P, = |, — P, ordered by:

g<,peVa<y(gla<l,pla).

Finite support iterations are usually constructed by induction on o < 7 where, when reaching P,,
we choose Q, and get P, ;. Notice that for any o < 7, P71 = P, % Q,,.

Now, by induction we can prove that for « < 8 < 7, P, G Ps and therefore, whenever G is
P,-generic filter over M, G, = G N P, is a P,-generic filter over M. In this case, we denote
M, = M[G,]) and G(a) = {p(a)[Gs]: p € Goi1 » @ € dom(p)}. Thereby, we get an increasing
sequence (M, : o < ) of models of ZFC.

Remark 1.5.49. We sometimes abuse the notation to denote by M"= the generic extension M, [G,],
where G is a P, generic filter over M.

Now, we state some fundamental results about finite support iterations, which we will use through-
out the thesis.

We start with a characterization of the conditions at each step of the iteration:

Lemma 1.5.50. Assume that P, = (P, Qu: a < ) is a finite support iteration. Then, for any
a <7, p € Py if, and only if, p is a function with dom(p) € [o] <™ and for any £ € dom(p), p(€) €

<Q5>IP’§‘

Now, a characterization for a condition to belong to a generic set:

Lemma 1.5.51. Let P = (P, Qu: a < ) a finite support iteration. If G is P.-generic over M
and p € P, then
p € G & Va € dom(p) (p(a)[Ga] € G(a)) .

Our definition in the successor step of the finite support iterations allows us to estimate the cardi-
nality of P,, at each step of the iteration:

Lemma 1.5.52. Let (P, Qu: a < ) be a finite support iteration and X\ be an infinite cardinal.
Assume that || < X = X and, for any a < 7, |P,| < X implies that P, forces |Q.| < \. Then,
forany a <7, |P,| <\

As a consequence of Theorem 1.5.41, we can characterize finite support iterations, using Cohen
forcing:

Theorem 1.5.53. Let A be an infinite cardinal. Consider P = (P, Qu: a< A), a finite support
iteration, where for any o < \, Q,, is a P,-name of C. Then, C) = P,.

Thanks to the nice name’s structure (see Subsection 1.5.7), we have:

Lemma 1.5.54. Let P, = (P,, Qu: a < ) a finite support iteration and k a regular cardinal. If
P, is k-cc and cf(m) > K, then for any nice P -name i, there exists some £ < 7, such that & is a
Pe-name.
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Finally, two important and useful result about finite supports iterations is that it preserves the -cc
condition and does not add new reals in the steps of cofinality > 6:

Theorem 1.5.55. Let 0 be a regular uncountable cardinal. If (P, Qu: a< ) is a finite support
iteration of 6-cc forcing notions, that is, for o < m, Irp_ “Q, is 0-cc”, then P, is 6-cc. Also, if
cf(m) > 0, then “w N M, = “w N U< M,,.

As a consequence, finite support iterations of ccc forcing notions is ccc and it does not add new
reals in steps of uncountable cofinality.
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CHAPTER 2

Probability trees

The new always happens against the overwhelming odds
of statistical laws and their probability, which for all prac-
tical, everyday purposes amounts to certainty; the new

therefore always appears in the guise of a miracle.
Hannah Arendt!

Initially, this chapter was going to be a small part of the preliminaries, where we were going to
define the elementary notions of probability theory. However, as we progressed in the proofs of
the most important theorems, we became aware of the need to apply results related to probability
trees in the context of forcing theory. Unfortunately, the bibliography on this subject turned out
to be insufficient, and therefore, we had to structure a complete chapter dedicated to defining and
studying the necessary properties of probability trees. Moreover, it was necessary to introduce a
notion of relative expected value in such trees (see Definition 2.3.5).

In the first two sections we present the basic definitions and results of probability theory as devel-
oped, for example, in [Ros98] and [Chu74]. In the third section, we define the notion of probability
tree and study some of its properties. In contrast to the first two sections, all definitions and results
presented in the third section are our own.

2.1 Elementary probability notions

We say that 2 = (92, A, Pr) is a probability space if ) is a non-empty set, A is a o-algebra
on 2 and Pr: A — [0,1] is a measure such that Pr(2) = 1. In this case, we say that Pr is a
probability measure on €). Elements in A are called events and, if £, F' € A, then Pr(F) is called
the probability of success of E. Also, if Pr(E N F) == Pr(E, F) = Pr(F) - Pr(F), we say that F
and F’ are independent events.

ISee [Arel8].
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Since probability spaces are in particular measure spaces, they inherit their basic properties:

Lemma 2.1.1. Let (2, A, Pr) a probability space and E, F € A. Then,

1. If Pr(E) > 0, then E # 0,

2. If E C F, then Pr(E) < Pr(F),

3. Pr(FUF)=Pr(E)+Pr(F)—-Pr(ENF),
4. Pr(E°) =1 — Pr(E).

In the practice, all the probability spaces that we are going to consider in this work are finite. So,
the following lemma will be very useful to provide any finite set with a probability space structure:

Lemma 2.1.2. Let €2 be a finite set and Pr: Q) — [0,1] a function such that ), ., Pr(o) = 1. Then
there exists a probability function Prqo: P(Q) — [0, 1] such that, (2, P(S2), Prq) is a probability
space and, for any o € ), Prqo({o}) = Pr(o).

Proof. Since () is finite, we can write it as 2 = {0,: n < n*} for some n* < w. Forany A C ,
define ny == {n < n*: o, € A} and consider Prq: P(£2) — [0, 1] such that for any A C €,

Pro(A) = Z Pr(o,).

nen A

Since A, B € P(2) and AN B = () imply ny Nng = 0, it is clear that Prq is a measure on P((Q2),
and as ng = n*, it follows that Pro(Q2) = > _, Pr(o) = 1. Thus, (2, P(Q2), Prq) is a probability
space, and it is clear that, for any o € ), Pro({0}) = Pr(o). OLemma 2.1.2

It will be useful not to make a distinction between Pr and Prp in the Lemma above. That is,
abusing the notation, it is enough to define the probability in the elements of a finite set to define a
probability space on it.

Notation 2.1.3. For simplicity of notation, if o € 2 and Pr: P(2) — [0, 1] then, for any o € 2, we
denote Pr(o) := Pr({o}). This then justifies us not making any distinction between the functions
Pr and Prg in Lemma 2.1.2, that is, when we want to define a probability space over a finite set €2,
we are going to define a function Pr: 2 — [0, 1] that satisfies the conditions of Lemma 2.1.2 and
denote Prq by Pr.

2.2 Random variables

Fix, for the rest of this subsection, a probability space (€2,.4, Pr). We introduce the notion of
random variable on ():

Definition 2.2.1. We say that a function X: ) — IR is a random variable on () if, for any a €
R, {o € Q: X(0) < a} € A. Also, we say that X is a discrete random variable if its range is
countable.
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2.2. Random variables

For instance, the constant functions are easily random variables. Notice that, in measure theory
terms, a random variable is simply an .A-measurable function. All the random variables that we
are going to consider in this work are discrete, so when we refer to a random variable it will be
understood that it is discrete.

We say that a frial is an experiment where there are only two possible outcomes, one with prob-
ability p and the other with probability 1 — p. Intuitively, discrete random variables correspond
to values from experiments in which the number of times an event has occurred is counted. For
example:

Definition 2.2.2. Let X be a random variable on 2. Then,

1. If X counts the probability of success in a single trial with probability p, then we say that X
has a Bernoulli distribution with parameter p, and we denote it as X ~ Bernoulli(p).

2. If X counts the number of successes in a sequence of n independent trials, each with prob-
ability of success p, we say that X has binomial distribution with parameters n,p, and we
denote it as X ~ Binomial(n, p).

Since random variables are .A-measurable functions, we have that:

Lemma 2.2.3. If X, Y are random variables on Q, and r € R then r X, X - Y, | X| and X +Y,
are random variables.

By the definition of a random variable, for any » € R, Pr({o € Q: X(0) = a}), Pr({o €

Q: X(0) < a}) and Pr({o € Q: X(0) > a}) are defined. So, to simplify the writing, we use
the following notation:

* Pr[X =a] =Pr({o€ Q: X(0)

a}),
* PrX <a] =Pr({oe€Q: X(o) <a}).

* Pr[X >a] =Pr({oeQ: X(o) > a}).

The definition of independent events can be naturally extended to random variables:

Definition 2.2.4. Let X, Y be random variables on (). We say that X and Y are independent if, for
anyr,s € R, Pr[X =r Y =s] =Pr[X =r] - Pr[Y = s].

Also, Definition 2.2.4 can be extended naturally to finite sequences of random variables.

Next we define a function that measures the probability that a random variable is equal to a given
value:

Definition 2.2.5. Let X arandom variable on (2. We define the mass probability function, or simply
probability function of X, as the function px : IR — IR such that for any r € IR,

px(r) =Pr[X =r].
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Chapter 2 Probability trees

Recall that, for n, k < w,

(1) = w5

For instance, if X ~ Binomial(n, p), then

n -r
px(r) = (T)pr(l )",
when r € [0,1]N7Z, and if X ~ Bernoulli(p), then px(r) = p"(1—p)' =", for any r € {0, 1}. Also,
itis clear that 3 ) px(r) = 1 for any random variable X.
Example 2.2.6. Let n < w and p € [0,1]. We define 2, = {i < w:i < n}, A, = P(,) and

Pr,: A, — IR such that, for any i < n,

pili) = ()1

]

It is cleat that (€2,,, A, Pr,,) is a probability space. Then, the identity function B,, ,,: 2,, = Risa
random variable.

Now, we introduce the expected value, the variance and the covariance:

Definition 2.2.7. Let X, Y be random variables on 2. Then:

L. E[X] =3, c.an(x) " Px(r) is called the expected value of X.
2. Cov[X,Y]| = E[XY] — E[X] - E[Y] is called the covariance of X and Y.
3. Var[X] = Cov[X, X] is called the variance of X.

The expected value is an attempt to choose a value that “best” represents all random variable values.
The variance is a way of measuring how dispersed the values of the random variable are around the
expected value, which can be intuited from the following property:

Var[X| =0« Pr[X =E[X]] =1

The covariance is a value that indicates the degree of variation of two random variables with respect
to their expected values. It is a data that determines if there is a dependency between both variables.
So if the variables are independent, their covariance must be zero, however, the converse is not
always true.

It is easy to calculate the expected value and the variance when X has a Bernoulli or Binomial
distribution:

Example 2.2.8. Let X a random variable. Then,

1. If X ~ Bernoulli(p), then E[X]| = p and Var[X]| = p(1 — p)
2. If X ~ Binomial(n, p), then E[X| = np and Var[X] = np(1 — p).
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2.2. Random variables

By adding finite independent random variables with Bernoulli distribution and identically dis-
tributed, a random variable with binomial distribution is obtained:

Lemma 2.2.9. Let (X,,: n < n*) be a finite sequence of independent random variables on ). If
for any n < n*, X, ~ Bernoulli(p), then ), _.. X,, ~ Binomial(n*, p).

Next, we present the basic properties of the expected value that we use in this work:

Theorem 2.2.10. Let X,Y be a random variables on ) and r, s € IR. Then:

1. Elr|=r.
2. If X <Y, then E[X] < E[Y].
Ifr <X <s,thenr <E[X] <s.

E[rX + s] = rE[X] + s.

“nRA W

If (X,: n < n*) is a sequence of random variables on S, then

E [Z Xi] =Y E[X,].

n<n* n<n*
6. |E[X]| < E[|X]].

Now, we review some elementary properties of the variance and covariance:

Theorem 2.2.11. Let X and Y be a random variables on ) such that |E[X]| < oo, and r € R.
Then,

1. Cov[X,Y] is a bilinear function.
2. Cov[X,r] = Cov[r,Y] = 0.
3. If (X,,: n < n*) is a sequence of random variables on <), then

Zai Xi] = Za? Var[X;] + Z a;a;Cov]X;, Xj|.

1<n i<n 1,j<n, 1#j

Var

As a consequence of (1) and (2), we have that Var[X| > 0 and Var[X + r| = Var[X].

Finally, we state a result that will be fundamental in several parts of this work: the one known as
Chebyshev’s inequality .

Theorem 2.2.12. Let X be a random variable on 2 with |E[X]| < oo, then

Ve >0 (Pr[|X _E[X]| >4 < VagX]).
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Chapter 2 Probability trees

2.3 Probability trees

Although, broadly speaking, only three probability trees appear throughout this work, they appear
precisely in, perhaps, the two most important proofs (see the proof of Lemma 4.2.16 and Main
Lemma 4.3.17). So, in this subsection we define what we mean by a probability tree and consider
some necessary results for us. In particular, we are going to define a relative expected value in
probability trees that will help us simplify the proof of Lemma 4.2.16, a proof that is still quite long
and technical.

Definition 2.3.1. Let Z be a non-empty set. We say that T is a probability tree on <“Z if it
is a well pruned tree* on <“Z and, for any p € T \ max(7) there exists a o-algebra A, with
[succ,]<" C A,, and a function PrpT such that (succ,, A,, PrpT) is a probability space.

For example, let 7 be the tree on <“Z for some set Z as in Figure 2.1 such that zf € Z for any
i€{0,1}and j € {0,1,2,3}.

()

Figure 2.1: Example of a probability tree

If we define
* Pr(y({(=4)) = pp, fori € {0, 1},
. Pr<z?>(<z?, 23)) = p}, fori € {0,1},
* Py (s, 23)) =}, forj € {2,3},
then 7 is a probability tree if, and only if:

pl+pi =1, py+py=1 and pj+p5 = 1.

2See Definition 1.2.2
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2.3. Probability trees

Notice that, in that case, it satisfies the following:

PPy + P pe +prps + pips = pY (05 +py) +py (P3 +p3) =Pl +pp =1,
that is, if for any p = (2F, 2") € L,(T) we define Pry(p) == p§ pj*, then (Lo(T), P(La(T)), Pra)
is a probability space. The same happens trivially at level 1. So, 7 induces a probability space on

each of its levels, which illustrates a general result:

Theorem 2.3.2. Every probability tree T with finite levels induces a probability space in each of
its levels.

Proof. Let T be a probability tree on Z<“ such that, for each h < ht(7), £,(7) is finite. For any
p € T\max(T), fix a o-algebra A, on succ, containing all its singletons such that (succ,, A,, Pr,)
is a probability space.

For any h < ht(7) and p € L,,(T) we define:

Pri(p) = [ Proulpl(i+1)). (23.1)

Since L (7)) is finite, to prove that (L, (7T), P(Lx(T)), Pry) is a probability space, it is enough, by
Lemma 2.1.2, to show that:

For this, we apply induction on h < ht(7"). If h = 0, then

S Pro(p) = Pro(()) = [ Proulpl(i+1) =1,

pELo(T) 0<i<—1

where the last equality holds because empty products are equal to 1.
Now, suppose that 4 + 1 < ht(7") and

> Pru(p) =1 (2.3.2)

PELL(T)

Since each level of 7 is finite, for any p € 7 \ max(7), there are N, < w and a sequence
(2£:n < N,) C Z such that

succ,(T) = {p~(2f): n < N,}.

Also, since for any p € T, succ, is a probability space, we have that:

> Pr,mp=1 (2.3.3)

nesuce,
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Chapter 2 Probability trees

As a consequence, using Equation 2.3.2 and Equation 2.3.3, we get:

Z Prn1(p) = Z Z Prys1(p” (1))

pELL1(T) PELR(T) n<N,

= > | X ( 1T Pro-coyile™(20) f(i+1))>

PELR(T) n<N,

= > |2 (Prp(p“<27’i> [(h 4+ 1) T] Proop(o () 1+ 1)))

peLn(T) \n<N,

— Z Z (Prp(p“<zfl>) H Pryi(p [ (i + 1)))

peLn(T) \ n<N,

= > [ 3 Pum)Pu)

peLR(T) \ nesuce,

= > | Pulp) D> Prn)

peL(T) nésuce
= > Pulp)
pEEh(T)
=1.
Thus, (L,11(7T), P(Lry1(T)), Prpyq) is a probability space. O heorem 2.3.2

2.3.1 Relative expected value in probability trees

The proof that random forcing is o-FAM-linked (see Lemma 4.2.16) is quite long and technical.
To simplify it a bit, we decided to define a relative expected value in probability trees. In order to
state this relative expected value, we need some additional notions of trees:

Definition 2.3.3. Let Z be a non-empty set, 7 atree on <“Z and p € 7. We say that S C 75, is a
tree on 7>, when, for any n,v € T>,,if n Cvandv € S, thenn € S.

It is clear that, if S is a tree on 7>, then it is isomorphic to some tree on <“Z (see Figure 2.2). So,
from now on, without loss of generality, we can apply to them the results we have shown for trees.
In particular, we will be interested in the case when S is 7>, itself.

Now, from Definition 2.3.3 it is immediate that:

Lemma 2.3.4. Let Z be a non-empty set, T a tree on <“Z, p € T and S a tree on T>,. Then:

1. If T is a probability tree, then S is too.
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2.3. Probability trees

2. If0<n<w,andp € Ly(T), then L,(S) C Lpn(T).

We can now define the relative expected value in probability trees:

Definition 2.3.5. Let 7 be a probability tree on <“Z, h < wand p € L,(T).Let 0 < n < w and
X be a random variable on L, (7). Then, we define:

Eg X :n [ h=pl=Er, )X T L(T5,)];

and call it the relative expected value of X respect to p in Ly, 1,(T).

When the context is clear, we simply write E},,[X: n[h = p|]oreven E[X: n | h = p| instead
of Eg,,,cn[X:n[h=p]

Although the definition does not depend on 7 but on its level, we decided to use that notation
because of its intuitive meaning.

Notice that the relative expected value is well defined because, on the one hand, by Lemma 2.3.4(1)
T>, inherits the probability space structure from 7 and, on the other hand, if X is a random variable
on Ly4,(7), then by Lemma 2.3.4(2), we have that £,,(7>,) C Ly1n(7T), hence X | £,,(T>,) is a
random variable on £, (7>,), so calculating its expected value makes sense.

Since the relative expected value is defined in terms of a usual expected value, it is clear that:

Theorem 2.3.6. Let T be a probability tree on <“Z, h < w and p € Ly,(T). Consider 0 < n < w,
two random variables X,Y on Ly ,(T) and r,s € R. Then,

Epnin[rX +sY:in [ h=p| =rE,.[X:n [ h=p]+sE,[Y:n]h=p

The following result allows us to decompose the probability of the successors of p at the level h+n
of 7, in terms of the probability at the level n of 7> ,:

Lemma 2.3.7. Let T be a probability tree on <“Z, h < wand p € Ly(T). Let 0 < n < w and
n € L, (T>p). Then,

Pre, .. () = Pre, (72, (1) - Pre, o (p)-
Proof. Since by Lemma 2.3.4, T~ , is a probability tree, by Theorem 2.3.2, £,,(7>,) is a probability

space, that is, considering Pr., (- ) makes sense. Now, if ) € Ly(T>,), by Lemma 2.3.4(55) we
have that n € £, (7)), then:

Pre, = [[  Prastn 1 (i+1)
0<i<h+n-—1
= < II Pratnt (i+1))> : ( II  Protnt (i+1))>
0<i<h—1 h<i<h+n—1
= < II Proitol G+ 1))) : < [T Prowenml (h+i+ 1))>
0<i<h—1 0<j<n—1
= Prz, (p) - Prﬁn(TZP)(n)'
Thus,
Prﬁh,-o-n(T) (77> = Prﬁn(TZP) (77) . Prﬁh(T) (,0) |:lLemmaL 2.3.7
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Chapter 2 Probability trees

Now, we can show that, to calculate a relative expected value, we can do intermediate steps (see
Figure 2.2), that is:

T

Lh+m (T) Lm(’TEp) . h +m

v

Figure 2.2: A graphic example of the situation in Theorem 2.3.8.

Theorem 2.3.8. Let T be a probability tree on <“Z and p € T suchthat p € L,(T ), where h < w,
and let 0 <n <m < w. If X is a random variable on Ly, (T ), then:

Egy X v 1 h=p] =Eg, 0| Ec, X v T (h+n)=nl:nlh=p
Proof. Let k .= h + n. By Definition 2.3.5 and the definition of expected value, we have that:
Enin[Engm(Xov T k=nl:n[h=p] = Z Epim[X:v [ k=n]- Prﬂn(sz)(n)
NELn(T>p)

= Z Eﬁm(Tzn)[X r ﬁm(B”])] ’ Prﬁn(TZP) (77)
NE€ELR(T>p)

= > > X(W)-Pre,ren®) | Pre ()

nEﬁn(TZP) I/Gl:m(Tzn)

= > | D X)) Preyrn,v)

7767’2,J 1/67—277

= > X(»)-Pre,r,®)

UEﬁm(TZp)
=B, () [X T Lin(T2p)]
= Eh+m[X: vIh= p]a

where Prz, (1 )(v) = Pre,,_ () (V) - Pre, (12, (n) by virtue of Lemma 2.3.7. O Theorem 2.3.8
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2.3. Probability trees

Finally, as a consequence, we can express the expected value of X in terms of the relative expected
value:

Corollary 2.3.9. Let T be a probability tree on <“Z and 0 < n < m < w. If X is a random
variable on L,,(T), then:

Proof. First, notice that:

|:|Corollary 2.3.9

2.3.2 Adding random variables with Bernoulli distribution under terrible
conditions

By Lemma 2.2.9 we know that, by adding finite independent and identically distributed random
variables with Bernoulli distribution, we obtain a random variable with binomial distribution. How-
ever, in one of the most important proofs of this thesis (see the proof of Main Lemma 4.3.17) we are
faced with a situation in which we must compare a sum of dependent random variables, not iden-
tically distributed and worse still, that have Bernoulli distribution depending on a parameter, with
some random variable with binomial distribution. The following result was obtained as a solution
to this problem:

Theorem 2.3.10. Let n* < wand T = <™ 2 be the complete binary tree of height n* + 1 endowed
with probability tree structure. Define Y : L,«(T) — IR such that, for any p € L,«(T),

Y(p) = Hn <n®: p(n) = 0}/

Assume that there exists some p € [0, 1] such that, for any p € T \max(T), p < p, == Pr,(p™(0)).
Then, for all z € R,
Pre.. Y <z] <Prq .[By, < 2.

Proof. For any n < n*, define the random variable X,, on £,,- (7") such that, for every p € L,,-(T),
Xn(p) =1-p(n).

Thereby, clearly for any p € T \ max(T), Xy [ succ, ~Bernoulli(p,) and Y = > _ . X,
which is the sum of random variables that we referred in the comment previous to the theorem.
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For any r € [0,1] and d € {0, 1}, define:

[0,r), if d=0,
I¢ =
[r,1], if d=1.

Now, for p € L,+(T), consider

Cs = H J;g;},

n<n*

and notice that, by the way we define the probability space structure on the levels (see Equa-
tion 2.3.1), it is clear that Vol(C3) = Prg .(7)(p). Let us prove that {C5: p € L,(T)} is a
partition of [0, 1]™": it is clear that it is a collection of pairwise disjoint sets, so let z = (z,,: n <
n*) € [0,1]"". Define, by recursion on m < n* a sequence 7, € L,«(T), as follows:

0, if X € [0, p<>),

1:(0) =
1, if zp€ [p<), H.

Assume that we have constructed 7, (m) m + 1 < n*. Then:

0, if Zmi1 €10, pryims1),
Ne(m+1) =
1, if =z,€ [pnz[mﬂ, 1]

It is clear that 1, € L,,-(T). Now, let n < n* and consider two possible cases:

1. when z,, € [0,p,,,): in this case, by definition of 7,, we have that 7, (n) = 0 and therefore,

Ty, € [0, pyain) = [;’;c(&)

_ 7e(n)
- p”l:cfn *

2. when z,, € [p,,n, 1]: in this case, 7,(n) = 1, hence z,, € [py, n, 1]

Therefore, in any case, x,, € Ig;‘m. Thus, z € C;z.
Now, let z € IR. By the definition of C') and the constructions of 7,, we have that, for any = =
(z,:m <n*) €01,

n<n*

whence it follows that:

U {C’;: pE Ly (T), Z Xa(p) < z} ={z €0, " Hn < n*: 2, < ppn}] < 2}
- (2.3.4)
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On the other hand,

Pre. Y <2 =) {Prn*m(p): pEL(T), Y Xulp) < Z}

n<n*

= Z{VOI(C;)Z p € Ly (T), Z Xa(p) < 2} (2.3.5)

n<n*

= Vol <U{C’;: p € L (T), Z Xu(p) < z}) .

Now we are going to define a cube similar to C3 but, in order to be able to compare with a binomial
distribution, we are going to define them with constant probability given by p: forany p € L,«(T),

define
C, = H Ig(").

n<n*

In an analogous way for C'%, we have that:

U {Cp: p € Ly (T), Z Xn(p) < z} ={zc[0,1]": [{n<n*:z, <p} <2} (23.6)

n<n*
Also,

Pro . [Bps,, < 2] = Vol (U {Cp: pE L (T), Z p(n) < z}) (2.3.7)

n<n*

Since for any p € 7, p < p,, we have that {n < n*: n,, < p} C {n < n*:x, < p,,n} and
therefore,

{z €10, 1]"*: Hn <n™:n, <ppm}l <2} C{z €0, 1]”*: H{n <n*:x, <p} <z} (2.3.8)

Finally, by Equations 2.3.5, 2.3.4, 2.3.8, 2.3.6 and 2.3.7, in this order, we have get:

Pre .. [Y <z = Vol (U {C’;: p € Ly (T), Z Xu(p) < z})

n<n*
=Vol({z € [0,1]": |[{n < n*: z, < ppu}| < 2})
<Vol({z € [0,1]": {n < n*: z, < p}| < 2})

= Vol (U {Cp: p € Ly(T), Z p(n) < z})

n<n*

= Prg, [Bnr,, < 2]

|:|Theo1rem 2.3.10
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CHAPTER 3

Finitely additive measures

We need to “let the partial randoms whisper secrets to one
another”, in other words, to pass information between in
some way. This is done by finitely additive measures.

Saharon Shelah!

As mentioned before, the main goal of this thesis is to generalize the iterated forcing method using
finitely additive measures, that Saharon Shelah developed in [She(00], to prove the consistency of
cf(cov(N)) = Ro. Before we go into the details of the generalization, we must make a detailed
study of finitely additive measures. These types of functions have been extensively studied in the
context of measure theory (see, for example, [BRBR83]). However, our interest in them is focused
particularly on Boolean algebras, without the need of topological or analytic structures.

In this chapter, we are dedicated to studying in detail the finitely additive measures on Boolean al-
gebras. We present its definition as a natural way of weakening the notion of measure and studying
some of its basic properties. We show that natural examples of finitely additive measures come
from filters and ultrafilters and, furthermore, that there is a close connection between ultrafilters
and finitely additive {0, 1}-valued measures. Then we show that the set of finitely additive mea-
sures is compact and that this fact will allow us to establish extension criteria. We end the chapter
by developing a detailed theory of integration with respect to finitely additive measures in Boolean
algebras and showing that the integral behaves a bit similar to the integral with respect to abstract
measures?.

ISee [She00, pg. 114].
2However, limit theorems are harder.
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Chapter 3 Finitely additive measures

3.1 Weak measures

Without resorting to the notion of o-algebra, we can generalize the idea of “measure” on Boolean
algebras: a measure on a Boolean algebra 4 is a function m: % — [0, co| such that m(04) = 0
and, if {b,: n < w} € Hissuchthat\/ _ b, € &, then

m(\/ bn> => m(b,),

n<w n<w

whenever for any 7, j < w, if n # j, then b; A b; = 04. If we weaken this condition and enforce it
only for finite sets, we get finitely additive measures:

Definition 3.1.1. Let % be a Boolean algebra. A finitely additive measure on 9 is a function
E: A — [0, 0] satisfying:

1.

[1]

(0%) =0,

2. Z(aVb) =E(a)+ Z(b) whenever a,b € #and a A b = 04.
We say that b € 8 has =-measure § if =(b) = 4.

In general, we exclude the trivial finitely additive measure, that is, when talking about finitely
additive measures, we will always assume =(14) > 0. Also, we will occasionally use the acronym
“fam” or “FAM?” to refer to finitely additive measures.

There are several types of finitely additive measures. In the following definition, we introduce those
that will be most relevant to us:

Definition 3.1.2. Let 4 be a Boolean algebra and = a finitely additive measure on %. Then,

1. We say that = is finite, if 2(14) < co.
2. When =(14) = 1 we say that = is a probability finitely additive measure.

3. If Z(b) > 0 forany b € A+, we say that = is strictly positive.

When we work with Boolean subalgebras of P(X) for some set X, it will be very useful to con-
sider finitely additive measures that measure finite sets as zero. For this reason, we introduce the
following notion:

Definition 3.1.3. If X is a non-empty set, & is a Boolean sub-algebra of P(X) and = is a finitely
additive measure on %, we say that = is a free finitely additive measure if, for any z € X, {x} € A
and =({z}) = 0.

Notice that this implies that [X]<® C 4 and, effectively, Z(F) = 0 for any finite /' C X.

We adopt the name “free finitely additive measure” in connection with “free filter” (see Defini-
tion 1.4.17).
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3.1. Weak measures

Definition 3.1.4. Let 2 be a Boolean algebra and = a finitely additive measure on %. We say that
b € AisaZ-null setif Z(b) = 0. Also, we denote by Nz the collection of =-null sets.

Next, we show some elementary properties of finitely additive measures that will be useful through-
out the text. We start with the monotonicity:

Lemma 3.1.5. Let % a Boolean algebra and = a finitely additive measure on A. If a,b € X and
a <z b, then Z(a) < Z(b).

Proof. Assume that a <z b. So itis clear thatb = a V (bA ~a) and a A (bA ~a) = 04, hence
Z(a) < Z(a) + ZE(bA ~a) = Z(b). Thus Z(a) < Z(b). OLemma 3.1.5

Lemma 3.1.6. Let = be a finitely additive measure on a Boolean algebra % and a,b € 9. Then,
E(aVb)+Z(aAb) =Z(a) + =Z(b), for any a,b € A.

Proof. Leta,b € Z. On the one hand, since a = (a Ab) V (a A ~b) and (a Ab) A (a A ~b) = 0,
we get
Z(a) = Z(a A b) + Z(ah ~b) 3.1.1)

On the other hand, as b = (~a A b) V (b A a)and (~a A b) A (b A a) =04, we get

E(b) =Z(~aNb)+Z(bAa). (3.1.2)
Finally, from Equation 3.1.1 and Equation 3.1.2, we get
E(a) + Z(b)

aANb)+Z(aN ~b)+E(~aNb)+E(aNDb)
aAb)V (aA ~Db)V (~aAb))+Z(aND)
Vb) 4+ Z(a ADb).

IS

|:]Lemma 3.1.6

Corollary 3.1.7. Let # be a Boolean algebra, = a finitely additive measure on % and (b;: i <
ny C A. Then, = (\/Kn bn) < Y icn E(bi). The equality holds whenever, for any i, j < n, if i # j,
then bl A bj = 093

Proof. By an inductive argument, it is enough to prove it only for by, b;. By Lemma 3.1.6, we
have that =(by V by) < Z(by V by) + Z(bg A by) = Z(by) + =(b1) and the equality holds when
bO A bl = 0. |:|Corollary 3.1.7

By applying Lemma 3.1.6, we get:
Corollary 3.1.8. Let & be a Boolean algebra, = a finitely additive measure on %, and b € B.

Then =(15) = Z(b) + Z(~b). As a consequence, if = is of probability, then 1 = Z(b) + Z(~b).
Next, we present an example of a probability finitely additive measure that will appear in several
places throughout this work:

Example 3.1.9. Let X be a non-empty set and fix a finite non-empty set u € P(X). We define
=v: P(X) — [0,1] such that, for any = € P(X), Z%(z) = 2™ and we call it the proportion

Jul
finitely additive measure. It is clear that it is a probability finitely additive measure.
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Notice that, in general, =" is not strictly positive. To guarantee the existence of more interest-
ing finitely additive measures, we must require that the Boolean algebra have more structure, for
example:

Theorem 3.1.10. Every o-centered Boolean algebra admits a strictly positive probability finitely
additive measure.

Proof. Let 2 be a o-centered Boolean algebra, so there exists a countable family {F},: n < w} of
ultra-filters on % such that Z+* = |, __ F,. For any b € &, we define w, = {n < w: b € F,}.
Now, we set =: 2 — |0, 1] such that

n<w

_ 1
:<b) = Z on+1°

newy

Let a,b € %% such that a A b = 04. It is clear that w, Nwy, = 0 and w, U wy, C wayp,. Conversely,
letm € wevp, s0aVbe F,. Ifm¢w, andm ¢ w,, then ~a € F,, and ~b ¢ F,,, and therefore,
~(a V b) € F,,, which is a contradiction because a V b € F},,. Thus, w, U w, = ways and clearly
we Nwy = 0, hence we can calculate:

Vb= 3 g = X gt Y g = 5@ + E0)

NEWqgvh nEwq newy

Finally, it is clear that = is strictly positive and, since 1 € F,, for all n < w, w;, = w, hence
=(14) = 1, that is, = is a probability finitely additive measure. Oheorem 3.1.10

In general, to prove the existence of interesting finitely additive measures, we require the axiom of
choice, that is, non-constructivist methods (see [Laul0]). In the next section, we will see that there
is a very close relationship between finitely additive {0, 1}-valued measures, and ultrafilters.

3.2 Connections with ultrafilters

In this section, we are going to study the connection that exists between the finitely additive mea-
sures {0, 1}-valued and the ultrafilters on a Boolean algebra. This connection will be useful fun-
damentally for two reasons: on the one hand, natural examples of probability finitely additive
measures come from filters and ultrafilters. On the other hand, there are methods of iterated forcing
based on ultrafilters (see, for example, [BCM21]). In Chapter 4, we are going to define a method
of iterations using finitely additive measures, so the connection between ultrafilters will allow us to
establish relationships between these forcing methods.

We are going to start by showing that every filter naturally induces a finitely additive measure:

Lemma 3.2.1. Let % be a Boolean algebra and F a filter on 9. Then Zp: (F) — {0,1} such
that, for any b € (F'),

1 if beF,
0 if be F~,
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is a probability finitely additive measure. Furthermore if G is another filter on A, then

Proof. Notice that =5 is well-defined because, by Theorem 1.4.16, (F) = F U F"~ and those
sets are disjoint. Also, since [ is a filter, by Lemma 1.4.15, F'~ is an ideal, so 04 € F™, hence
=r(0%) = 0. To show that = is a finitely additive measure, let a,b € (F') such thata A b = 04. If
a€ F thenbe F~ hence Zp(aVb) =1=1+0=Zp(a) + Zp(b). Thecasea € F~ and b € F
is analogous. If a,b € F™~ thena Vb € F~, thatis, Zp(a V b) = 0 = Zp(a) + Zp(b). Thus, Zf is
a finitely additive measure on (F’).

Now, assume that F' C G and let b € (F'). On the one hand, if b € F|, then b € G and therefore,
Ep(b) = 1 = Eg(b). On the other hand, if b ¢ F, then Zp(b) = 0 < Z(b). Thus, in any case
=Zr(b) < Zg(b). Conversely, assume that Z=p < Zg and let b € F, hence 1 = Zp(b) < Zq4(b),
therefore = (b) = 1, thatis, b € G. Thus, F' C G. Olemma 3.2.1

If we choose a suitable ultrafilter, we can use Lemma 3.2.1 to construct an interesting example of a
finitely additive measure that is not a measure:

Example 3.2.2. Let & be a Boolean sub-algebra of P(.X), where X is a countable set, and let
F C % be an ultrafilter on A. If I is a free filter on %, then = is a finitely additive measure on
(F') that is not a measure on (F'). Indeed, assume that I is a free filter on 2. We know already
that = is a finitely additive measure on 4 by Theorem 1.4.16 and Lemma 3.2.1. Now, since X is
countable, we can write X = {x,,: n < w}. For any n < w, define B,, .= {x,}. Notice that B¢ is
co-finite, and therefore, BS € F) thatis, B, € F~. Thereby, Zr(B,) = 0 for any n < w. However,
X € F because it is co-finite, hence Z5(X) = 1. Thus,

Finally, = is not a measure on (F').

Conversely to Lemma 3.2.1, probability finitely additive measures also induce filters:

Lemma 3.2.3. Let B be a Boolean algebra, € be a Boolean sub-algebra of %, and =: € —
{0,1} be a probability finitely additive measure. Then, F= = {c € €: =(c) = 1} is a filter on
€, (F=) = € and =g, = =, where Zp_ is as in Lemma 3.2.1 for €. Furthermore, if # = €, then
Fx= is an ultra-filter on A.

Proof. Letc,d € F=, hence =(c) = Z(d) = 1. Then,

1. By Lemma 3.1.6, we have that Z(c A d) = Z(¢) + Z(d) — ZE(c¢V d) = 2 - Z(cV d). If
Z(c Vv d) = 0, then =(c A d) = 2, which is not possible, so Z(¢ V d) = 1 and therefore
Z(ecAd)=1.Thus,cAd € F=.

2. If a € € and ¢ < a then, by monotonicity of =, =Z(a) > =(c¢) = 1, hence =(a) = 1. Thus,
a € FE-

3. Since by definition of finitely additive measure, =(04) = 0, it follows that 0y ¢ Fz.
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Chapter 3 Finitely additive measures

Thus, Fxz is a filter on % .
To prove that (F=) = %, notice that, by Corollary 3.1.8, if ¢ € ¥ and Z(¢) = 0 then, as = is a

probability finitely additive measure, Z(~c) = Z(1¢) — Z(c) = 1 +0 = 1, hence ~ ¢ € Fz, that
is, =(~c) = 1, thatis, c € FZ. Thus, ¥ = Fz U FZ = (Fz).

Now, consider the finitely additive measure =p_ defined in Lemma 3.2.1. Since ¢ = (F%), E and
=r. have the same domain. For ¢ € ¥, we have that Zp_(c) = 1 & ¢ € Fz < E(c¢) = 1. Thus,

— —_
S =2

Finally, if & = ¥, it is clear that Fx is a ultra-filter because for any b € 4, either =(b) =
1 or 2(b) = 0. In the first case, b € Fxz and in the second one, Z(~ b) = 1, thatis, ~ b €
FE- |]Lemma 3.2.3

As a consequence, if we close F= upwards in A, we get:

Corollary 3.2.4. Let B be a Boolean algebra and € a Boolean sub-algebra of 9. Then every
probability finitely additive measure =: € — {0, 1} induces a filter on B, namely, F; .

If we apply Lemma 3.2.3 to ultra-filters we obtain a bijection between finitely additive measures
and ultrafilters, that is, the desired connection:

Theorem 3.2.5. There is a bijection between the class of ultra-filters on % and the probability
finitely additive measures from 9 onto {0, 1}. Furthermore, if the filters are ordered by inclusion
and the finitely additive measures by the usual function order, then it is an order-isomorphism.

Proof. For any ultra-filter F' on %, define h(F') = Zp. By Lemma 3.2.1, = is a probability
finitely additive measure with domain %. Notice that if F, G are ultra-filters on & and =p = =g,
then

reF e Zp(r)=1Z¢x) =12 cd,

that is, /' = G and therefore, h is one-to-one. On the other hand, if = is a probability finitely
additive measure on 4, then by Lemma 3.2.3, we have that Fz is ultra-filter on % and h(Fz) =
Ep. = Z, that is, h is surjective. Finally, by Lemma 3.2.1, F' C G if, and only if, h(F') < h(G).
Thus h is an order-isomorphism. U heorem 3.2.5

As a consequence, ultra-filters are particular cases of finitely additive measures.

3.3 Compactness: the main element for extension criteria

In the first section of [She00], Saharon Shelah states several criteria for the extension of finitely
additive measures, which will be used throughout the article and will be essential to build the
iteration in that paper. Most of these criteria appear without proof or simply as “straightforward”,
however, trying to prove these criteria can be difficult if not properly approached. In this section, we
are going to prove that the set of finitely additive measures is compact and, in the next section, we
are going to show that this is the central feature to be able to establish the desired finitely additive
measure extension criteria.
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Theorem 3.3.1. Let B be a Boolean algebra, § € [0,00] and Z = 7|0, 6] with the product
topology?, which is compact®. Then, the set of finitely additive measures on B with =(1) < ¢ is
closed in Z. As a consequence, it is compact in Z.

Proof. Notice that the set {z € Z: z(04) = 0} is closed in Z because we can write it as the
following product of closed sets:

o< I 1.9

ac#\{02,}

So, it remains to show that ({F,,: a,b € A, a Ab = 04} is closed where, for any a,b € £ with
aANb=0g, Fop ={2€Z: 2(aVb)=z(a)+2(0)} Leta,b e Asuchthata ANb = 0z Itis
enough to show that F' := F, ; is closed. For this, suppose that z € cl(F") and consider two possible
cases:

1. z(aV b) < oo. In this case we must have z(a), z(b) < oo. If this is not true, without loss of
generality we can assume that z(a) = co. Consider the open set U := [ ], ., U, where:

« Uly, = (2(aVb) =1, z(aVd)+3)N[0,00),
« U= (z(aVb)+ 1, 00],
o Ul =10,00],ifx € #\ {a,aVb}.

Since U’ is an open neighborhood of z, we can find 2’ € U’ N F,;. So, by the definition of
U’, we have that

Z'(aVb)=2'(a)+ 2 (b), |7 (aVb)—z(aVb)| < % and z'(a) > z(aVb)+ =

However, 2'(a) < 2/(a) + 2/(b) = 2/(a V b) < z(a V b) + 3, which is a contradiction. Thus,
z(a), z(b) < oco.

Now, let ¢ > 0 and consider the open neighborhood of z defined by U =[], ., U., where:

e U, = (2(z) —e,2(x) + )N [0,d] when z € {a,b,aV b},
» U, =0, 9] for any other z € # \ {a,b,a V b}.

So there is some z” € U N F. Therefore |z(z) — 2"(x)| < e for x € {a,b,a V b} and
Z"(aVb) =2"(a)+ 2"(b). Hence

|z(a V) — z(a) — 2(b)| = |z(a vV b) — 2"(a V) + 2"(a) — z(a) + 2"(b) — 2(b)] < 3e.

Since ¢ is arbitrary, z(a V b) — z(a) — z(b) = 0,50 z € F.

3Where [0, §] has the usual topology inherited from [—o0, c0].
4By Tychonoff’s theorem.
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2. z(a Vv b) = oco. In this case we must have that either z(a) = oo or z(b) = co. Assume not, so
2(a), z(b) < oo and consider U’ := [], ., U, where,

« U, = (2(a) — 3,2(a) + 3) N[0, 00),
L U= () — 20) + 1) (1[0, 50),

2

* Upp = (2(a) + 2(b) + 1, 00],
e Ul =10,00], whenz € £\ {a,b,a V b}.

It is clear that U’ is an open neighborhood of z and, therefore, we can find some 2’ € FNU’,
s0 |2/(x) —z(x)| < 5 forz € {a,b} and 2'(a)+2'(b) = 2/(aVb) > z(a)+z(b) + 1. However,
Z'(a) + 2'(b) < z(a) + z(b) + 1, which is a contradiction.

Therefore z(a) + z(b) = 0o = z(a vV b),s0 z € F.

Thus, F is closed. DTheorem 3.3.1

In a similar way, the set of finitely additive measures with Z(14) = § is closed in Z.

3.4 Compatibility and some extension criteria

As we mentioned in the previous section, in this section we are going to use compactness arguments
to set extension criteria. In particular, we are going to state a theorem that is very useful in practice,
called the compatibility theorem of finitely additive measures.

In the following result, we translate the compactness of finitely additive measures proved in Theo-
rem 3.3.1, to a property of finite subsets:

Theorem 3.4.1. Let % be a Boolean algebra, 0 < ¢ < oo, K a closed subset of 0, 0], (b;: i €
I) C P andlet (K;: i € I) be a collection of closed subsets of K. Then the following statements
are equivalent.

1. There is a finitely additive measure = on the sub-algebra generated by {b;: i € 1} such that
ran(=) C K and =(b;) € K, foralli € 1.

2. For any finite J C I and any collection (G; : i € J) of open subsets of K such that K; C G,
for all i € J, there is some finitely additive measure = on the Boolean algebra generated by
{b;: i € J} such that ran(Z) C K and Z(b;) € G; foralli € J.

Proof. The implication (1) = (2) is immediate. To prove the converse, let %’ be the Boolean sub-
algebra generated by {b;: ¢ € I}. First, fix J C [ finite. Since each Kj is closed, for each i € .J
we can find a decreasing sequence (F}: k < w) of closed subsets of K such that there is an open
subset G, of K such that K; C G}, C F}, and (,_, F = K;. Let %, be the subalgebra generated
by {b; : i € J}. For any k < w consider

Crr={2€?K: 2| %B;isafamand Vi € J(z(b;) € F})}.
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By Theorem 3.3.1, C;), is a compact set and, by (2), it is a non-empty set. Moreover, since
(Cyr: k < w) is decreasing, it has the finite intersection property, so

Cy = ﬂ Cipn={2€?K: 2z %B;isafamand Vi € J(z(b;) € K;)}

k<w

is a non-empty set. Also, J C J' implies C;y C Cj, so (Cy: J € [I]<®) has the finite intersection
property, thus it has non-empty intersection. If = is in this non-empty intersection, then it is as
required. UTheorem 3.4.1

Using Theorem 3.4.1, one can prove the Compatibility Theorem for finitely additive measures. We
decided to omit the proof, but details can be found in [BRBRS83, Ch. 3].

Theorem 3.4.2. Let A be a Boolean algebra and, for d € {0, 1}, let B, be a Boolean Boolean
sub-algebra of 2 with a finitely additive measure =,: %Bq — [0,00). Then the following statements
are equivalent.

1. There is a finitely additive measure = on the Boolean sub-algebra generated by %, U %,
extending =4 for d € {0,1}.

2. Z0(1g) = Z1(1%) and, for any a € By and a' € B, if a < d’ then Z¢(a) < Z1(d’).

3. Foranyd,d € {0,1}, a € Byand a' € By, if a < d then Z4(a) < Zg(a).

There are two implications that do not require too much work: the implication (1) = (2) is imme-
diate and, to prove (2) = (3), note that (3) is clear whenever d = d’ or d = 0 and d’ = 1, so we
need to prove it when d = 1 and d’ = 0. Denote 6 = Z¢(1p) = Z1(1p). If a € By, @’ € By and
a < d, then ~a’ < ~a, so by (2) we obtain Zy(~a’) < Zy(~a), thatis, § — Zg(a’) < 0 — Z4(a),
so Z;1(a) < Eg(a’), which proofs (3). However, (3) = (1) requires notions of linear algebra and
tools of functional analysis®, and is a fairly extensive proof.

Corollary 3.4.3. Let % be a Boolean algebra, € C % a sub-Boolean with a finitely additive
measure =: € — [0,00), and let b € B. If z € [0,00) is between sup{=(a): a < b, a € €}
and inf{Z(a): b < a, a € €}, then there is a finitely additive measure =' on the Boolean algebra
generated by € U {b}, extending =, such that =(b) = z.

Proof. Note that {b} generates the Boolean sub-algebra ¢’ := {0Og, b, ~b, 15}. By the hypothesis,
z < Z(14), so we can define the finitely additive measure Z': € — [0, co) such that ='(b) := z and
='(1%) = E(1%). The result follows by Theorem 3.4.2(2) and the hypothesis on z. Ocorollary 3.4.3

The following is one of the fundamental extension results for the development of this work:

Theorem 3.4.4. Let = be a finitely additive measure on a Boolean sub-algebra of 8 and (b;: i €
I) C AB. Assume that 0 < § = E¢(ly) < oo and, for every finite J C I and b € dom(Zy), if
Zo(b) > 0 then b A \,.; b; # 0. Then, there exists a finitely additive measure = on % extending
=0 such that =(b;) = § for every i € I.

>The connection with linear algebra is given because there is a bijection between finite finitely additive measures
on P(NN) and real-valued positive linear maps on QV, forany 0 < N < w.
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Proof. By the hypothesis, and using that =¢(14) > 0, we have that {b;: i € I} generates a filter I
on A. Let B, = dom(Z,), %, be the Boolean sub-algebra generated by F' and define =; := 0 =,
where = is as in Lemma 3.2.1. So, Z;: #; — {0,0} and, forany b € %#;, =,(b) =6 < b € F,
sinceb € F < Zp(b) =1< Z4(b) =6.

Now, it is enough to show that =, and =; satisfy Theorem 3.4.2(2). Soleta € %y, b € %, and
assume a < b. If b € F then, by Lemma 3.1.5, Zy(a) < § = Z;(b); otherwise ~b € F and
=1(b) = 0, so we must show that Zy(a) = 0. If this is not the case and Z¢(a) > 0, then by
hypothesis, we get that a A ~b # 04, but since a < b it follows that b and ~b are compatible, a
contradiction. U heorem 3.4.4

3.5 An integration theory with finitely additive measures

To prove that random forcing is o-FAM-linked (see Theorem 4.2.18 and Definition 4.2.8) and to
generalize the method of iterations using finitely additive measures (see Section 4.3), we will need
to be able to integrate over Boolean algebras with respect to a finitely additive measure. For in-
stance, in [She00] integrals appears defined in Definition 1.4 as Av=(a), where = is a finitely addi-
tive measure on P(w) and a € “IR. In this section, we do a complete development of an integration
theory for finitely additive measures over Boolean algebras. This development is analogous to the
usual development of the Riemann integral over IR (see, for example, [Ros68, Ch. VI]), adjusting
some details about the way we refine the partitions and also allowing to integrate over subsets in
general. As a consequence, we will obtain that the Riemann integral will be a particular case of
the integral with respect to finitely additive measures. We also define a notion of measurability on
Boolean algebras that will be useful for certain integrability criteria. We finish by showing that the
integral is absolute for transitive ZFC models. The reader is warned that, although the details in
this section are developed for the fun of it, everything we prove is used later as basic properties of
the integral.

For this section fix a Boolean subalgebra % of P(.X) for some non-empty set X, a finitely additive
measure =: % — [0, ], where ¢ is a non-negative real number, and a bounded function f: X —
IR. We start defining partitions and its refinements:

Definition 3.5.1. We define:

1. A partition of X is a sequence (X;: i € I) of pairwise disjoint subsets of X whose union is
X. When [ is finite, we say that the partition is finite.

2. PF= is the set of finite partitions of X into sets in dom(Z) = 2.

3. If P,Q € P=, we say that Q is a refinement of P, denoted by “Q) < P if every element of
P can be finitely partitioned into elements of ().

4. If P = (P,: n <n*)and Q = (Q,,: m < m*) are in P=, we define:

PI‘IQ::U{PnﬂQm:n<n*/\m<m*}.
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X X X

P PAQ

Figure 3.1: A graphic example of P 1 Q).

For example, it is clear that { X} € P= and if P € P=, then P < {X} and P < P. Moreover, <
is a partial order on P=. Also, P M () is a common refinement of P and Q:

Lemma 3.5.2. If P,Q €¢ P=,then P11 Q € PEand PN Q < P, Q.

Proof. Let P = (P,: n <n*),Q = (Q,,: m < m*) € P=. Notice that P 1M Q C %, because it is
defined as finite Boolean combinations. On the other hand, is it clear that P () is a finite partition
of X. Now, letn < n*and x € P,. Since x € X and ) € P=, there is some m < m* such that
T € Qm, hence v € P, N Qyy,, thatis, P, = U, (P N @Qyy) and each P, N Q,, isin P 11 Q).
Thus, P M@ < P. In an analogous way, it follows that P Q) < Q. hermma 3.5.2

Now we can define the integral with respect to =:

Definition 3.5.3. We define:

1. Forany P € P=,

S” =Y _sup(f[b])=(b) and S=(f, P) = > inf(f[b])Z(D).
beP beP
2. [(fd= =inf{S(f,P): P € P5} and [, fd=:=sup{S(f,P): P € P=}.
3. We say that f is =-integrable, denoted by f € .#(Z) if, and only if, deE = [ fd=, in
which case this value is denoted by | < fd=.
Naturally, when the context is clear, we omit the superscript “=""in “§E( f, P)” and “S=(f, P)”.

Notation 3.5.4. Later we will deal with finitely additive measures on P (w). There the functions are
sequences of real numbers, and in some cases, they will be defined with respect to several parame-
ters, for example, (a}: i,k < w). So, we must establish a convention to clarify what parameter we
are going to integrate with. For this, if = is a finitely additive measure over P(w), we define

/akdu /fd

where f: w — R and, for any k < w, f(k) := a}, that is, we consider all parameters other than k&
as constants.
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For example, it is clear that any constant function is =-integrable. Concretely, if for all x € X,
f(x) = c € R, then [, f(x)d= = cE(X).

Lemma 3.5.5. Let f: X — IR be a bounded function. If P,Q € P= and QQ < P, then:
S(f,P) <S(f,Q) <S(f,Q) <S(f,P).
As a consequence, 3(f,Q) — S(f,Q) < 5(f, P) — S(/. P).

Proof. Let P = {P;: i < m*} € P=. By an inductive argument it is enough to prove the result for
Q ={P:0<i<m*}U{A B} where A,B € #, ANB = () and AU B = P,. Notice that
S(f, Q) < S(f,Q) is clear by definition. On the one hand, since

inf(f[AU B]) <inf(f[A]),inf(f[B]) and ran(Z) C [0, ],
we have that:

S(f,Q) = S(f, P) = _inf(fp)E(b) — > _ inf(f[b))Z(D)

— inf(f[A])Z(A) + inf(f[B)E(B) — inf(f[Fo])=(Py)

— inf(f[A])Z(A) + inf(f[B])E(B) — inf(f[AU B])=(A U B)

= E(A)[inf(f[A]) — inf(f[A U B])] + Z(B)inf (f[B]) — inf(f[A U BJ)]
> 0.

Thus, S(f, Q) = S(f, P).
On the other hand, since sup(f[A U B]) > sup(f[A]),sup(f[B]), we get:

§(f,P)—§(f,Q):Zsup JE Zsup NZ(b

beP be@

= sup(f[Fo])=(Fo) — sup(f[A])Z(A) — sup(f[B])=(B)
= E(AU B)[sup(f[AU B])] = sup(f[A])Z(A) — sup(f[B])=(B)
= Z(A)[sup(f[A U B]) — sup(f[A])] + E(B)[sup(f[A U B]) — sup(f[B])]
> 0.
Thu89 g(fa P) 2 g(fa Q) |:ILemma 3.5.5

Corollary 3.5.6. If P,Q € P= then S(f, P) < S(f,Q).
Proof. Since by Lemma 3.5.2 PN () < P, () we can use the previous result to get

S(f,P) <S(f,PUQ) <S(f,PUQ) <S(f.Q).
|:|Corollary 3.5.6

Corollary 3.5.7. [, fd= < Efd =.
Now, we prove what we call the Criterion of =-Integrability:
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3.5. An integration theory with finitely additive measures

Theorem 3.5.8. f is Z-integrable if, an only if, for all € > 0, there exists a partition P € P= such
that S(f, P) — S(f, P) < e.

Proof. On the one hand, assume that f € /(=) and let ¢ > 0. By basic properties of sup and inf,
there are P, ) € P= such that:

/deE—g<§(f,P)and§(f,Q)</deE+%.

Consider R := P M Q. By Lemma 3.5.2, R € P= and it is a common refinement of P and Q. So,
by virtue of Lemma 3.5.5,

S(f,P) <S(f,R)and S(f,Q) < S(f, R).

Therefore,

Do M

/Xf—g<§(f,R)and§(f,R)</de+

X
Thus, S(f, R) — S(f, R) < ¢.

On the other hand, let P € PZ such that S(f, P) — S(f, P) < . Hence, by the definition of 7 and
J, we have that:

| 1aE<SG.P) <81 Py +e< [ faz e
X JX
Since ¢ is arbitrary, by Corollary 3.5.7 it follows that f € . (Z). UTheorem 3.5.8

Next, we generalize the idea of measurability on measure spaces to Boolean algebras:

Definition 3.5.9. A function h: X — R is B-measurable if {x € X: y < h(x) < z} € A for any
Y,z € IR.

For example, it is easy to prove that, if £ € 4, then xp is Z#-measurable. Also, Z-measurability
give us a useful condition of =-integrability:

Theorem 3.5.10. If h: X — R is a B-measurable and bounded function, then h is =-integrable,

Proof. Let e > 0. Since h is bounded, there are a,b € @ such that a < b and f[X] C [a,b). Par-
tition [a, b) into finitely many intervals {[ax, b): k < m} with rational endpoints and with length

<=7~ Consider P = {h="[ak,bx)] : k < m}, which is in P= because h is Z-measurable.

Hence,

S(h,P) —S(h,P) = (sup h[b] — inf h[B])Z(b)

beP

Thus, by the criterion of =-integrability, h € ¥ (Z). UTheorem 3.5.10

61



Chapter 3 Finitely additive measures

One problem with Z-measurability is that in order to make fundamental proofs like h is %-
measurable if, and only if, for any z € R, {x € X: f(z) > y} € 2 or that the sum of %-
measurables is again Z-measurable, it is required that Z is o-complete. For example, if h; and ho
are Z-measurable, then to prove that iy + hy is #-measurable we need

{xEX:hl(x)+h2(x)>y}:U({xeX:hl(aj)>r}ﬂ{x€X:h2(x)>y—r})€%.
TGQ

Although using measurability to build our theory is an option, we decided against it because, being
“o-complete” is not is absolute for transitive models of ZFC. Moreover, this integration theory do
not need to rely on #-measurability. However, using Z-measurability will be very useful when %
is P(X) for some® X because, trivially, all functions are measurable there. For example, we can
use it to prove:

Theorem 3.5.11. Let X a non-empty set. If u C X is finite and non-empty, then

| iz - ﬁ S k),
X kEu

where =" is as in Example 3.1.9.

Proof. Let u C X be a finite non-empty set. By Example 3.1.9, =" is a finitely additive measure
on P(X), so f is P(X)-measurable and therefore, by Theorem 3.5.10, f € #(Z"). Now we

will prove that [, fd=" = ;. 3° f(z). It is enough to show that [, fd=" = 1, 3 f(«), that is,

TEU TEU

1 2 f(@) is the least lower bound of (5% (f,P): P € P='}. To see this, let P € P=" and we

TEU
prove that ‘—i' > f(k) < > sup(f[b]))E%(b). Let P’ € P be a refinement of P such that, for any
keu beP
x € u, {z} € P'. Then,

ST sup(FEIE0) = S sup(FBNEG) + X sup(fE)="(0)

beP’ be P\ [u]t xCu

(1]

Not only we showed that ﬁ 3" f(x) is a lower bound, but that it is equal to S_(f, P’) for some

reu

P’ € P=. Thus, [, fd=" = ﬁ Y wen f (). Uheorem 3.5.11

Now our goal is to show that the integral we have defined satisfies the fundamental properties we
know of, say, the Riemann integral. We start by proving that the addition and multiplication by
constants of =-integrable functions are again =-integrable:

®Without relativizing in some model of ZFC.
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3.5. An integration theory with finitely additive measures

Theorem 3.5.12. Let f,g€ # (=) and c € R. Then cf, f + g € (=) and:

1. [y(cf)d==c [, fdE.
2. [((f+9)dE= [, fAdE+ [, gd=.
Proof.
1. Notice that c¢f is bounded because cf is. Also, if ¢ = 0, the result is clear.
Let ¢, > 0. By basic properties of inf and sup, for every P € P= we have that:
S(cf, P) = ¢S(f, P) and S(cf, P) = ¢S(f, P).

Therefore,

7cfd::c/fdazc/ fd= and /chd::céde:c/deE.

So we can conclude that cf € .#(Z) and

/X(cf) E:c/deE.

Now suppose that ¢ = —1. Again, by basic properties of sup and inf, for every P € P= we
have that:

g(—f,P):—E(f,P)and 5(—f,P):—§(f,P)

Therefore,

/ /fd“: /de and/ /fd”— /fdu

Finally, suppose that ¢ < 0. So, —c > 0 and therefore we can apply the previous cases. In
particular, we get that cf € .#(Z). Now,

/X(cf)dE /X( cf)d /fduzc/ fd=.

2. It is clear that f + g is bounded. Again, by properties of sup and inf for every p € P= we
have that:

S(f +9,P) <S(f,P)+S(g, P) and S(f,P)+S(g9,P) <S(f+g,P).
Let € > 0. By Theorem 3.5.8, there are P, () € PE such that:

S(f.P) = S(f.P) < 5 and 5(9.Q) - 8(9.Q) <

l\DI(‘f)
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Chapter 3 Finitely additive measures

We set R .= P11 Q. So, by Lemma 3.5.5,

S(f,R) = S(f, R) < = and S(g. R) = S(9. ) < 5.

Therefore,

S(f+9.R)—S(f+g,R) <e

Thus, f + g € #(Z). Finally, from the above:

/fd5+/gd5—a_/fd5—f+/gd5—
X X X 2 X

< S(f,R) +8(g, R)
<S(f+g,R)

< [ (o=

<S(f +g.R)
<S(f,R) +S(g,R)

19 g
</de+§+/ng+§
X X

</ de—i—/ gd=+¢
X X
Since ¢ is arbitrary, it follows that

/ f + g / fd‘—‘ / g d=. |:IThoorcm 3.5.12
Corollary 3.5.13. Let {f;: i < n} a finite sequence of =-integrable functions. Then ) ,_. fi €

S (Z) and
L) =5 ()

1<n

DO ™

So, inductively, we get:

Corollary 3.5.14. If f,g: X — IR are Z-integrable functions and f < g, then [, fd= < [, gd=.

Proof. For all z € X, define h(z) = g(xz) — f(z). So f > 0. It is clear that, for every P €
P=, S(h, P) > 0. Finally, since by Theorem 3.5.12 h € .# (=), we have that

/gﬁ—/fathﬁzo
X X X

Thus [, fd= < [, gd=. Ocorollary 3.5.14

Towards showing that the product of two =-integrable functions is =-integrable, we prove:
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3.5. An integration theory with finitely additive measures

Theorem 3.5.15. If f € . (2), then f*€ ().
Proof. Since f is bounded, there is some 0 < N < w such that |f(x)| < N for all z € X. Notice

that f? is also bounded because 0 < f? < N2. Lete > 0. By the criterion of Z-integrability, there
is a partition P € P= such that S(f, P) — S(f, P) < 5. Forall b € P define

M = sup{|f(c) — f(d)|: c,d € b} and ML :=sup{|f*(c) — f*(d)|: c,d € b}.
Therefore, by properties of sup and inf we have that

S(f,P) — = M"Z(b) and S(f* P) — = ME(b).

beP beP

Now, notice that,

[f2(e) = ()] = [f(e) + F(@)1f(e) = F(] < (If ()l +1 (@)} [f(e) = f(d)] < 2N|[(c) — f(d)|

that is, we get that for every b € P, M% < 2N M?", hence

S(f2.P) = S(f2. P) =Y MIZ(b) <2N Y M'Z(b) = 2N[S(f, P) — S(f., P)] <oN-S —¢

2N
beP beP
Thus, by the criterion of Z-integration, we can conclude that f% € .7 (=). O Theorem 3.5.15
. 2_r2_ 2
Since fg = Y+9) 2f I we get:

Corollary 3.5.16. If f,g € 7/ (Z), then fg € I (Z).

Towards defining the integral over subsets of X, we need to calculate the value [ « XE d= for
E € A, but first, we define:

Definition 3.5.17. Let E € %. If P € P= we define Py .= {ENA: A€ P}and Py .= P
{E, E°}. We call Pg the partition of E induced by P.

It is clear that, in effect, for every P € PE, Py is a partition of F, and Pp € P=. Also, Py C Pr.

Lemma 3.5.18. If £ € A, then x € 7 (Z) and [ xp d= = Z(E).

Proof. Let P € P= and notice that:

S(xe, Pe) = ) sup(xu[b)2(b) = Y E(b) = E(B),

be Py bePg

where Py is the partition of E induced by P. Similarly, S(xz, Pz) = Z(E). Thus by the criterion
of =Z-integrability, yz € (=) and fX Xed= =Z(F). OlLemma 3.5.18

This will allow us to integrate over suitable subsets of X:
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Chapter 3 Finitely additive measures

Definition 3.5.19. If £ C X and xgf € #(E), we define

/de :z/fodE-
E X

Notice that, if £ € % and f € (=), then by Lemma 3.5.18 xp is Z-integrable and therefore,
by Corollary 3.5.16, xgf is =-integrable. In general, this is the context in which we will use
Definition 3.5.19.

We have integral monotonicity over subsets:

Lemma 3.5.20. Assume that f is non-negative, E, F € # and xgf,xrf € F(Z). If E C F, then
[ fd= < [, fd=.

Proof. If E C F,then xgf < xrf, so by Corollary 3.5.14 we have that:

/fd::/ XEdeS/XFfd::/de |:|Lemma3.5.20
E X X F

Also, integrals over =-null sets are null:

Lemma 3.5.21. If 2(E) = 0, then xpf € J(Z) and [, fd= =

Proof. Let M < w be such that forall z € X, |f(z)] < M, P € P= and consider P and Pp asin
Definition 3.5.17. Notice that

S(xef, Pr) = Z sup(xef[b])Z(b Z sup(f[b])=(b Z MZ(b) = MZ(E) = 0.

bePE be Pk, bePg,

Since S(fx g, PE) > 0, we can conclude that xg f € (=) and

/ de = / XFde — Y. |:|Lemma 3.5.21
E

We also have additivity in subsets:

Theorem 3.5.22. If f € ¥ (=) and (E;: i < n) € P=, then:

Jor==2 (] r=)

Proof. Let f € #(Z) and (E;: i <n) € P=. So, it s clear that:
Vo e X (f(fv) — Zm(x)f(x)) ,
i<n
and therefore, by Corollary 3.5.13 we have that:

/deE:/X<ZXEif> E:Z(/XXEZ.de>=Z(/Eide).

1<n <n 1<

|:|Theorem 3.5.22
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3.5. An integration theory with finitely additive measures

As expected, =-null sets do not affect the value of the integral:

Corollary 3.5.23. If f € .Z(Z) and E(F) = 0, then

/ fd= = fdz=.
X X\E

Proof. By Theorem 3.5.22 and Lemma 3.5.21, we have:
/ faz= [ fa=+ / faz=0+ [ fi==| fa= OCorollary 352
X X\E E X\E X\E

Finally, for a < b € IR, consider ¢ as the Boolean algebra generated by {[z,y) N[a,b]: z,y € R}
and = := Lebg [ €. It is clear that = is a finitely additive measure. Thereby, if f: [a,b] — R is a
bounded =-integrable function, then

b
fd= = / fdLebr

[a,b]

is the usual Riemann integral, that is, =-integrability is equivalent to Riemann-integrability and the
properties and results that we have proved in this section correspond to properties of this integral.
So, as mentioned earlier, the Riemann integration is a particular case of the integration with respect
to finitely additive measures.

3.5.1 Some criteria of extension and approximation with integrals

In this subsection, we prove some extension criteria for finitely additive measures involving inte-
grals.

First, we use Theorem 3.3.1 to prove the following lemma:

Lemma 3.5.24. Let X a non-empty set, § € [0,00) and r € R. Define Z = P[0, 6]. Then the
set

A(f,r) = {E € Z:Zisafam, Z(X) = § and / fd= 27’},
X
is closed in [0, 070,

Proof. Notice that f is -measurable because it is bounded (see Theorem 3.5.10). Now, fix any
= € clz(A(f,r)), so by Theorem 3.3.1 Z is a finitely additive measure on P (X) with Z(X) = 6.
Let P € P=. It is enough to prove that > sup(f[b]) =(b) > r.

beP
Since f is bounded, there exists some M > 0 such that |f(z)] < M forallz € X. Lete > 0
and ¢’ == 5775 Forb € P, set Uy = (Z2(b) — €', E(b) + )N [0,6]. LetU = ][] U,, where

a€P(w)
U, = [0, 9] for each a ¢ P. Since U is an open neighborhood of =, we can pick some =’ such that
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Chapter 3 Finitely additive measures

|=(b) — Z/(b)| < & forevery b € P and b%sup(f[b]) ='(b) > r. Then,
S

> sup(f[B)ZE(b) — Y sup(fB)Z' ()| < Y [sup(f[b]) Z(b) — sup(f[b]) Z'(b)]

beP beP beP

Since, Y sup(f[b]) Z'(b) > r, we get
beP

r—e<y sup(f)E' () —e <Y sup(fB)E®D).

beP beP

Finally, as € > 0 is arbitrary, » . sup(f[b]) Z(b) > r, which proves that= € A(f,7). DOrLemma 3.5.24
beP

As a consequence,

Theorem 3.5.25. Let I be an index set and for each i € I, let r; € [0,4+00) and f;: X — R
bounded. If = is a finite finitely additive measure on some Boolean sub-algebra 38 C P(X), such
that 6 = Zy(X) and, for any P € P=°, ¢ > 0 and a finite set J C I, there is some finite u C X
such that:

1. |Z0(b) — 6'@?' < e foranyb e P, and

|
2. |Z_|Zkeu fi(k) > r; —eforanyi € J,

then there is some finitely additive measure Z extending = such that, for any i € I, [ + Jid= >

Proof. Notice that, f is Z-measurable because it is bounded (see Theorem 3.5.10). Let Z =
P(X)10, ). For J C I, P € P= and £ > 0 define:

Fip.= {E € Z: Zisafam,Vb e P (|=(b) — Z¢(b)| <e)and Vi € J (/fidE >y —5)},

hence, if u satisfies the conditions (1) and (2), then 6=* € F); p .. Also, using Lemma 3.5.24 and
Theorem 3.3.1, F; p. is a compact set. Notice that ¢’ < ¢ implies that F; p.» C F)j p., so we get
that { F}; p. : € > 0} has the finite intersection property. Thus, by compactness, F; p is non-empty
and closed.

Now, if J C J' and P’ is a refinement of P in P=° then F; pr o C Fj po, which clearly implies that
the family {Fp jo: P € P=, J € [I]=} has the finite intersection property, so there is some =
in its intersection. This = is as desired. O Theorem 3.5.25
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3.5. An integration theory with finitely additive measures

Finally, we show a criteria that allow us to approximate integrals:
Theorem 3.5.26. Let = be a free finitely additive measure on P(X ) such that =Z(X) = § < oo, E C

X with Z2(E) > 0 and i* < w. For any i < i*, let f;: X — R a bounded function. Then, for all
e > 0 and any finite set F' C X, there exists a finite set u C X \ F such that, for any i < i* we

have that:
) )
T filz) — = /fidE
250~ =35

< E&.

Proof. First, notice that each f; is =-integrable by Theorem 3.5.10. Also, since each f; is bounded,
we can find an M < w such that, for any i < i*, |f;(z)| < M for all z € X. Let ¢ > 0. Since for
each i < i*, f; is Z-integrable, there is an induced partition P’ of E such that:

. . =(FE
Vi < i* (5 E(fi,PZ) —§(f,»,PZ)} < #) i
Let P := M, P*. By Lemma 3.5.2, for each ¢ < i*, it follows that:

S[S(f;, P) — S(fi, P)] < 0[S(fi, P") — S(f;, P')] <

Suppose that P = (P;: j < j*) and, without loss of generality, assume that for all j < j*, Z(P;) >
0.

Now, by density of Q, there exists a finite sequence of rational numbers (r;: j < j*) such that, for
all j < g™

*TjE (07 1)Q7

¢ Zj<j* ry =1,

° E(P') S
o|rj— 5(15) < 35

kj
-

there are d, k; < wsuch thatd, k; > 0 and r; =

By assumption, each P°; with j < j* is infinite because = is a free finitely additive measure, so

there exists u; C P; \ F such that |u;| = k;. Define u := J;_;. u; and notice that:

K
\u|:Z|uj\:ij:dzjderm:d.

J<j* J<j* J<j* J<j*

Therefore, |u| = d and it is clear that u C X \ F.
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Let 7 < ¢*. Then:

<3 [t (553 + )

_ 5(5E) ]; sup(f;[Pj])2(P;) +j<2]:* sup(fz[Pj])mjj*
< 555) S(f: )+j<§; 57

) E(lE) (gEéE) +5s(fz,P)) ;‘;

= E(lE) (gaéE) o Efidz) +3

:E(‘;) | fdz e

On the other hand, notice that if 7 < j* then

> ) 5 SIED _ gl < siniri

[ul Jul

TEU; TEU;

Therefore, the other inequality is very similar:

2. ]|£u(| : = Z% Zzélnf(fi[Pj])E

€U J<j* \z€u; J<j*
> ]%: {inf(fi[P]]) (555((];; + Q&j*)} E((SE) | =
Finally, we get:
% xezufl(x) — % /E fidZ| < e. Urheorem 3.5.26

Notice that this is an approximation result in the following sense: by Theorem 3.5.11, if u is the
finite set from conclusion of Theorem 3.5.26, then [, fid=" = |11L| Y zew Ji(z), so this allows us to

approximate =7 = f  Jid= using the integral with respect to § =*.
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3.5. An integration theory with finitely additive measures

3.5.2 Integrating over models: the integral absoluteness

In this section, we are going to show that the integral we defined before is absolute for transitive
models of ZFC. We must first see how the integrability and the integrals are related when we
integrate with respect to embedded finitely additive measures:

Theorem 3.5.27. Let %y, 1 C P(X) be Boolean algebras such that By C %, and =y, = be
finitely additive measures on By, B, respectively, such that =, C =;. Let f: X — IR a bounded
function. Then

fesE) = fe A=),

/deO:/del.
X X

The converse is true when %y = 94, .

in which case

Proof. For any P € PZ° we have that §Eo(f, P)=S"'(f,P)and S¥(f, P) = S=(f, P), s

(5°(f,P): P e P} C {S'(f,P): P € P} 3.5.1)
and
{S%(f,P): P e P} C{S%!(f,P): P € P7'}. (3.5.2)
Therefore,
STU(f,P): P e PT} <inf{S(f,P): P € P™} = /fd_o,
and

7 d=,
J g

— up{S™(f, P): P € P%} < sup{S¥(f,P): P € PI} — / fdz,.

Whence, it follows that:

/deog/delg/delg/deo. (3.5.3)
X X X X

Thus, if f is Zy-integrable, then f is =;-integrable, and it is clear that their values coincide.

To see the converse, notice that if 4, = %,, then P=° = P=! and therefore, inclusions in Equa-
tion 3.5.1 and Equation 3.5.2 are really equalities, so from Equation 3.5.3 we get:

JX JX X X

Thus, f € S (Zy) & f € #(Z1), and it is clear that both integrals coincide. Oheorem 3.5.27
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Chapter 3 Finitely additive measures

Lemma 3.5.28. Let M, N be transitive models of ZFC such that M C N. If X € M and X C IRM,
then sup™ (X)) = sup™(X).

Proof. Let X € M such that X C IRM. It is clear that, in N, sup™(X) is a upper bound of X,
so sup™(X) < sup™(X). Now, towards contradiction, working in N, assume that sup™(X) >
sup™(X) and let r € QY such that sup™(X) > r > sup™(X).

Now, working in M, since being upper bound and rational number are absolute for transitive mod-

els, we have that 7 € QM and it is an upper bound of X, hence sup™(X) < r. This implies that
r < r in N, a contradiction. Therefore sup™(X) = supM(X). OLemma 3.5.28

We can already prove that the integral with respect to finitely additive measures in Boolean algebras
is absolute for transitive models of ZFC:

Theorem 3.5.29. Let M, N be transitive models of ZFC such that M C N. Let #,= € M be such
that A is a Boolean algebra in M and = is a finitely additive measure on 8 in M. If f: X — R is
a bounded function in M, then

(fesE@E) & (fes(3),

(fom) = (=) -

Proof. By Lemma 3.5.28, we have that:
{8°(1.P): Pe (P} = (S (/,P): P e (P}

in which case,

and
{SM(f, P): P e (PE)M} = {S™(f,P): P € (P5)"}.

So, taking inf in the first equation and sup in the second one, we get:

( / f> _ ( / f) wa ([ =) = ([ =)

which proves the theorem. U Theorem 3.5.20

We are going to extend finitely additive measures along forcing iterations preserving the values of
the integrals, however, we will not always have the same domain, for example, if we have a finitely
additive measure over P(w)™, when iterating new reals can appear and P(w)™ C P(w)N. So we
will use the following result, which is obtained simply by relativizing Theorem 3.5.27 and applying
the integral absoluteness:

Corollary 3.5.30. Let M, N be transitive models of ZFC such that =y, B, € M, =, %, € N.
Assume that =y, =, are finitely additive measures on %y, X, respectively, such that =y C =, and
By C B, C P(X) for some set X € M. Then:

(f € FE))" = (f € Z(E))Y,

(o) - (=

in which case,
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3.5. An integration theory with finitely additive measures

Finally, as we mentioned before, the Riemann integral is a special case of the integral with respect
to finitely additive measures, so:

Corollary 3.5.31. The Riemann integral is absolute for transitive models of ZFC.
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CHAPTER 4

A general theory of iterated forcing with finitely additive
measures

No other question has ever moved so profoundly the spirit
of man; no other idea has so fruitfully stimulated his intel-
lect; yet no other concept stands in greater need of clarifi-
cation than that of the infinite.

David Hilbert!

As mentioned in the introduction of this thesis, Saharon Shelah in [She00] managed to define
a finite support iteration using finitely additive measures that allowed to show that, consistently,
cov(N) is singular, moreover, that it may have countable cofinality. The original iteration basically
uses partial random forcing, since using book-keeping arguments allow to increase cov(/N') and, on
the other hand, the treatment with finitely additive measures allows to preserve not too large cover-
ing families of null sets, and consequently achieve an upper bound of cov(N').? Since the iteration
depends on the choice, at each step, of certain finitely additive measures satisfying some special
properties, one cannot iterate with just any forcing notion, as one needs some structure that allows
one to properly extend finitely additive measures in the iteration steps. In 2019, Jakob Kellner, Sa-
haron Shelah and Anda Tdnasie (see [KST19]) succeeded in proving that E (see Definition 1.5.45)
also works to build the iteration.

By analyzing the role of both B (see Definition 1.5.37) and E (see Definition 1.5.43) in the con-
struction of the iteration, we managed to identify specific properties, which do not depend on these
notions of forcing, that seemed to be the key to being able to construct the iteration. These proper-
ties led us to a new linkedness notion, which we call p-FAM-linked, and which, as we show in the
third section of this chapter, turns out to be the right property to be able to construct the iteration,
which allowed us to generalize and obtain a general theory of iterated forcing with finitely additive
measures.

'See [Hil27].
2This will be developed in detail in Chapter 5.
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Chapter 4 A general theory of iterated forcing with finitely additive measures

So, the goal of this chapter is to define and study the new notion of linkedness, and show that by
iterating with this type of forcing notions, we can generalize the iteration built by Saharon Shelah.

One of the properties we identified in B and E is related to the intersection number, so we must
start by generalizing this idea to forcing notions.

4.1 The intersection number for forcing notions

The concept of intersection number for Boolean algebras was introduced by John. L. Kelley, at the
end of the Fifties, as a useful notion for establishing criteria for the existence of finitely additive
measures in Boolean algebras (see [Kel59]). In this section, we generalize that idea of intersection
number to apply it to forcing notions, which will play a fundamental role in our generalization of the
iterated forcing method with finitely additive measures, in particular, it will allow us to generalize
the limit step of such iterations (see Theorem 4.2.20) using Crucial Lemma 4.1.10 below.

Definition 4.1.1. Let [P be a forcing notion and ) C PP.

1. For a finite sequence ¢ = (¢;: i < n) € P", we define

iy () = max{|F|: F Cnn{g: i€ F} hasalower bound in P}.

2. int"(Q), the intersection number of @ in IP, is defined by

int"(Q) == inf{@: qGQn/\TLGW\{O}}.

Naturally, when the context is clear, we omit the superscript “P” in i¥(¢) and int" (Q).

*

The following theorem motivates the name intersection number and it establishes a relation with
Boolean algebras.

Theorem 4.1.2. Let P be a forcing notion, % a Boolean algebra, and : P — % a complete
embedding. If n € w\ {0} and ¢ = (g;: i < n) € P", then

i+(q) :max{|l|: ]Qn/\/\b(qi) %Ogg}.

icl
Proof. Suppose that Z is a Boolean algebra, ¢: P — 2 is a dense embedding, n € w \ {0} and
define

m = max{|]|: Ign/\/\L(qi) #Ogg}.
iel
On the one hand, let I C n be such that b* := A,_; t(¢;) # 0z and |[I| = m. Since b* # 05 and
¢ is a complete embedding, there exists » € P such that it is a reduction of b*, hence it is clear

that » <*® ¢; for all i € I. By Lemma 1.5.4, we can find a lower bound g € P of {¢;: i € I} and,
therefore, |I| <4t (q). Thus m < it ().

On the other hand, consider ' C n such that {¢;: i € F'} has alower bound in P and |F'| = i%(q). It
is clear that \,_; t(¢;) # 04 because {¢;: i € F'} has alower bound and ¢ is a complete embedding.
Thus i£(q) = |F] < m. Urheorem 4.1.2
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4.1. The intersection number for forcing notions

Since, by Theorem 1.4.7, every Boolean algebra is isomorphic to a Boolean sub-algebra of P(X)
for some set X, Theorem 4.1.2 implies that i ({by, ..., b, 1)) is the maximum number of mem-
bers by, ..., b, with non-empty intersection, which as mentioned above motivates the name of
intersection number. Indeed, this was Kelley’s original definition in [Kel59].

The characterization of i¥ in Theorem 4.1.2 also establishes a relation between int”(:(Q)) and
int*(Q) for Q C P

Corollary 4.1.3. Let P be a forcing notion, % a Boolean algebra, 1: P — Bt a complete em-
bedding and Q C P. If ¢ = (¢i: i < n) € Q" forn € w\ {0} and b = (1(q;): i < n), then
it (q) = i%(b). As a consequence, int" (Q) = int”(4(Q)).

*

Since the completion of a complete Boolean algebra is the identity, we can apply Corollary 4.1.3
to get that the intersection number is preserved by complete embeddings for Boolean algebras:

Corollary 4.1.4. Let B, € be complete Boolean algebras and [: B+ — €+ a complete embed-
ding. If Q C B, then int”(Q) = int? (f]Q)).

As a consequence, we get the analogous result for forcing notions and complete embeddings:

Corollary 4.1.5. Let P, Q be forcing notions, v: P — Q a complete embedding and () C P. Then
int"(Q) = int®(:[Q)]). As a consequence, for R C Q, int?(R) < int* (:![R]).

Proof. Let P, Q be forcing notions, (%p, tp), (Bg, Lo) their forcing completions, respectively, and
t: P — Q a complete embedding. Therefore, by Theorem 1.5.23, there exists a Boolean complete
embedding f: PBp — Py such that the following diagram commutes:

%p%%@

So f oup = 1g o ¢ and, by applying Corollary 4.1.3 and Corollary 4.1.4, we get

int”(Q) = mt™ (1p[Q]) = int”*(f[ep[Q]]) = int ™ (10 [¢[Q]]) = nt?(:[Q)),

which proves the Corollary.
Finally, let R C Q. Then, int®(R) < int%(.[t~'[R]]) = int® (. 7'[R]). Ocorollary 4.1.5

Below we present some basic properties of the intersection number for forcing notions, although
some of them are not relevant to the development of this work.

Lemma 4.1.6. Let P be a forcing notion, QQ C P such that QQ # 0 andn € w \ {0}. Then,

1. If Q is m-linked for some m < w then, for all ¢ € Q", it (q) > min{m,n}.

2. If G € Q", then 1 < i,(q) < n. As a consequence, int(Q) is a real number and it belongs to
[0, 1].
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Chapter 4 A general theory of iterated forcing with finitely additive measures

3. If Q is centered, then for all ¢ € Q", i.(q) = n. As a consequence int(Q)) = 1 if, and only if,
Q is centered.

4. ¥p € P(int({p}) = 1).

5. If Q is finite, then int(Q) > = > 0.

> 1
IQI
6. Let () be an anti-chain in P, then:

(a) If Q is finite then int(Q) = |712|
(b) If Q is infinite then int(Q) = 0.

7. Ifm e (1l,w) and int(Q) > 1 — then Q) is m-linked.

+1’

8. IfQ C P CP, thenint(P) < int(Q).

Proof. Letn € w\ {0}. Notice that (1) is clear by Definition 4.1.1, (2) and (3) follow from (1)
and (4) is a direct consequence of (3). For the other items, we must work a little bit more:

5. Assume that @ is finite. Let § € Q" and ran(q) = {t;: i < k} C Q. So k < |Q)|. For each
Jj < kdefiner; = [|{i <n:q¢ = t]}|, that is, r; indicates the number of times that ¢; is
repeated in g. Notice that >, _; r; = n. Now consider 7 := max{r;: j < k}. Itis clear that
n <rk, i.(q) > r and, therefore we have that

—_

>

r
rk

1
Thus, int(Q) > 5.
6. Let () an anti-chain in PP.

(a) Assume that @) is ﬁnite So 0 < |Q] < w. By the previous result it is enough to
prove that int(Q) < For this, let § € Q!9 be such that it lists all members of Q.

|Q\ o
Since () is an anti-chain is clear that i, () = 1. Therefore, int(Q)) < Z]‘g') = @. Thus
int(Q) < @.
(b) Assume that () is infinite. It is clear that for m € w \ {0} and § € Q™ without
repetitions,
3 1
(@) < =2 < L
m

hence int(Q) < = forall 0 < m < w. Thus, by (2) it follows that int(Q) = 0.

7. Suppose that int(Q) > 1 — — for some m € (1,w). Towards contradiction assume that Q
is not m-linked. So, there exists a set A = {a;: ¢ < k} C @ which has no lower bound and
1 < k < m. Define § == (a;: i < k) € QF. It is clear that i,(7) < k. Therefore, we have
that: .
i+(q) < E =1 l
-k k

This implies that m + 1 < k, which is a contradiction because k£ < m. Thus () is m-linked.

1—

<int(Q) <

m—+1
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4.1. The intersection number for forcing notions

8. Itis clear that ) C P implies

{@:qemmw\m}}g{if(ﬁ);pepmn@\m}}.

n

Thus, by basic properties of inf, we get int(P) < int(Q). ULemma 4.1.6

Kelley proved (see [Kel59, Prop. 1]) that finitely additive measures can be used to define subsets of
Boolean algebras whose intersection number is bounded below by a given value:

Theorem 4.1.7. Let & be a Boolean algebra and =: % — [0,1] a finitely additive measure.
Consider P == Z\ {05} and 6 € [0,1]. If Q = {p € P: Z(p) > 6}, then int" (Q) > 4.

Proof. Without loss of generality, by Theorem 1.4.7 we can assume that there exists a set X such
that 2 is a a sub-Boolean algebra of P(X). Letn € w \ {0} and ¢ = (¢;: © < n) € Q™. For
each i < n consider y;: X — {0, 1} as the characteristic function of ¢; in X. Now, let x € X and
F={i <n:y(z)=1}.So |F| = 37 xiz), = € (Nicr @ and [);cx ¢; is a lower bound of
{q;: i € F'} in A, hence, by Definition 4.1.1(1), we have that:

in(x> = |F| < i.(q).

Therefore, for all z € X, 327 xi(x) < i.(q). Using that ran(Z) C [0, 1], since by Lemma 3.5.18

each y; is =-integrable, we can apply the basic integral properties (see Corollary 3.5.13, Corol-
lary 3.5.14 and Lemma 3.5.18) to get

-1

02 @200 = [ i@z [ (Zx> d:: ( / xzdu) Z: () > nd

Hence “ (q > §. Thus int(Q) > 6. UTheorem 4.1.7

In particular, we get such a result for random forcing in two versions (see Section 1.5.8):

Corollary 4.1.8. Let P be the random forcing notion®, C C “2 be a non-empty clopen set and
5 €[0,1]. IfQ = {p € P: Lebe(p) > 6}, then int(Q) > 4.

The following result is known as Kelley’s theorem (see [Kel59, Thm. 2]) and constitutes one of the
main results of [Kel59]. Unfortunately, for time constraints we omit the proof.

Theorem 4.1.9. Let % be a Boolean algebra. If () C A then there exists a probability finitely
additive measure =: A — [0, 1] such that inf{=(b): b € Q} = int(Q).

As a consequence (see [Kel59, Cor. 3]), under the conditions of the previous theorem, if () is a
non-empty set, then the intersection number is the supremum of the numbers inf{=(b): b € Q} for
all measures = on 4.

3Either B or B(“2)/N.
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Chapter 4 A general theory of iterated forcing with finitely additive measures

Let % a Boolean algebra, n < w, B := {b;: i < n} C 2 and = a probability finitely additive
measure on % such that, for any i < n, =(b;) > 6 € [0,1]. Consider ¢ = (B). Since ¥ is
finitely generated, by Corollary 3.5.13, we have that Aty = {b,: 0 € P2 A b, # 0}. Define
Yy ={o € B9 b, € Aty } and let £ > 0. We can approximate the =-measure of the atoms of &
by rational numbers as follows: there exists f: Aty — [0, 1] such that > f(0) = 1 and, for
any i < n, |=(b,) — f(0)| < ¢, and

S {f0):0€Tpnali) =0} > 8 —e.

This result is not difficult to prove, in fact, the proof is similar to the one we are going to present
for Crucial Lemma 4.1.10, below.

We know that random forcing can be defined as a Boolean algebra (see Example 1.5.14), and by
Theorem 1.5.47, we can embed [E in a random forcing Boolean sub-algebra. Furthermore, in both,
we have the Lebesgue measure, so in both cases, there is a function f that allows us to approximate
the measure of the atoms of some finitely generated sub-algebra, as we discussed previously. As it
turns out, the lower bound d —¢ plays a fundamental role in the proof of the limit step of the iteration,
both for random and for E (see [She00, Lem. 2.14] and [KST19, Lem. 2.39], respectively).

The way in which we approach the generalization of the limit step is based on being able to gener-
alize that approximation for forcing notions. In principle we have two obstacles: on the one hand,
we need a “set of atoms” and on the other, we need a finitely additive measure. The set of atoms is
not a problem because, if P is a forcing notion, {p;: i < n} € Q" and Q C P, then

{oe™2:3gePVi<n(o(p;) =0=qg=<p;)n(o(p)=1=p; Lq)]},

behaves, for our purposes, like codes for a set of atoms. However, the existence of the finitely
additive measure is not so easy and, in fact, this is where the intersection number for forcing
notions plays its stellar role because if int” () is large enough, Kelley’s theorem guarantees us the
existence of a non-trivial finitely additive measure, which will play the role of =.

In the following lemma, which constitutes one of the most important results of this thesis, we
formalize the previous discussion for forcing notions in general.

Crucial Lemma 4.1.10. Let P be a forcing notion, § € [0,1] and Q C PP such that int"(Q) > é.
Lete >0,n <wandp = (p;: i <n) € Q" Define

Y={oe"2:JgePVi<n[(o(p)=0=q<p)nr(op)=1=pi L]}

Then, there exists a function f: 3 — [0, 1]¢ such that:

Vz’<n<Z{f(0):UEEAU(Z'):O}>5—5> and " f(0) = 1.

ceY

Proof. Let P be a forcing notion and (4, ¢) its forcing completion. Define A = ([Q] C Z\ {04}.
By Corollary 4.1.3, we have that int”(A) = int?(Q) > 6. On the other hand, by Kelley’s theorem
(see Theorem 4.1.9), there exists a finitely additive measure =: 4 — [0, 1] such that, for any
a€ A Z(a)>0.
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4.2. p-FAM-linkedness

Let o € "2. Define b, = A,_, t(p:)°", Iy = {i <n:0(i) =0} and I, :== {i < n: o(i) = 1}.
Then,

by # 04 < /\ t(pi) A /\ ~u(p;) # 0

iEIQ el

sIeP (b < A upi)andb < /\ NL(Pi))

i€lp i€ly
esdeBVi<nficlhy=b<up))r(@i €l =b<~up))]
S deBYi<n|[o(i)=0=b<up))r(c(i)=1=bLup))]
&0 €.

Therefore, for all 0 € "2, b, # 04 < o € %.
Now we can find a sequence (f(0): o € X) such that, for each o € ¥,

* f(o) €(0,1)g,

* Yoex flo) =1

Let i < n. Then,

—_ € o
S {f(0): 0 €S noli) =0} > Z{u(bg)—z—n. o€ noli) _o}
— € .
S =AOE> {2—n oeXnoli)= o}
> E(upi) —¢
>0 —¢,
which proves the result. UcrucialLemma 4.1.10

4.2 p-FAM-linkedness

In this section we introduce a new linkedness notion: p-FAM-linkedness, and we study some
of its properties. In particular, we show that this notion is stronger than p-Fr-linkedness (see
Section 1.5.5). Finally, based on [She00] and [KST19], we show that both B and E are examples
of u-FAM-linked forcing notions.

Remark 4.2.1. From the beginning of this section and until the end of the thesis, all the finitely
additive measures that we are going to consider are probability free finitely additive measures. So,
henceforth, when we say “finitely additive measure”, we mean “probability free finitely additive
measure on P (w)”.
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Chapter 4 A general theory of iterated forcing with finitely additive measures

4.2.1 (Z,1,59)-FAM-linkednesss

Jakob Kellner, Saharon Shelah and Anda Tdnasie proved that (see [KST19, Lem. 1.20]), if all
elements of () C [E have the same trunk and loss <eg, for a given € > 0, then they can define
a limit lim®: Q¥ — E that they called strong FAM limit for intervals with respect to a finitely
additive measure =, and this limit satisfies fundamental properties, both to build the iteration using

finitely additive measures with [E, and in its applications. On the other hand, if for each 7' € B we
define

loss(T) := Leb([trunk(T")]) — Leb([T)),

we obtain functions of trunk and loss for B. Thanks to Saharon Shelah (see [She00, Lem. 2.17,
Lem. 2.18]), we have an analogous result for random forcing, and again, the strong FAM limit in
random forcing plays a key role in the original construction of the iteration and in the application
to show that cov(/N') may have countable cofinality. So being able to define this limit in a general
way is a fundamental step for our construction of an iterated forcing theory with finitely additive
measures.

In this section, we are going to define a new notion of subsets, which manages to capture the idea
of the strong FAM limit for intervals as a linkedness notion, and we study some of its fundamental
properties, particularly those involved in iteration construction. It is important to mention that the
following definition is based on ideas and intuitions of [KST19], in particular, it extends [KST19,
Def. 1.7] and [KST19, Def. 1.10].

Definition 4.2.2. Let = be a finitely additive measure, I = ( I,: k < w) be an interval partition of

wand gy € (p, 1). Let P be a forcing notion. We say that Q C P is (Z, I, &y)-linked" if there is a
function lim~: Q¥ — P, satisfying the following condition. Given

e i*<wand @ = (q;: £ <w) € Q¥, foreach i < i*,
* m* < w and a partition (B,,: m < m*) of w,

e ¢>0and k" < w,

[1]

* ¢ € P such that, for all i < i*, ¢ < lim=(¢"),

there are a finite set u C w \ k*, and some ¢’ € PP such that ¢’ < ¢ and

|ul

E(Bm)| < ¢, forall m < m*,

1 [{¢el: ¢'<d}| L
2. MZkeu el = > 1—80—8, for all 7 < ¢*.

Ol 2]

When the context is clear we omit the superscript “=" in “lim=".

4In [KST19, Def. 1.10], this notion is called strong-FAM-limit for intervals.
5In [KST19], this function is called FAM-limit.
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4.2. p-FAM-linkedness

To simplify the writing, from now on when we say “Q is (Z, I, £o)-linked”, it will be understood
that = is a finitely additive measure, I = (I;;: k < w) is an interval partition of w and ¢ € (0, 1).
In the context of Definition 4.2.2, consider for any 7 < i*, f;: w — IR such that, for each
k< w, fi(k) = HEEI’@"}—:‘IS%H, and consider the counting finitely additive measure =", as in Ex-
ample 3.1.9. Then, the conclusion of Definition 4.2.2 allow us to approximate the values Z(B,,)
with =%(B,,), for any m < m*, where the integral of f; with respect to =" are big. That is, by
Theorem 3.5.11, we can reformulate (1) and (2) in terms of =, as follows:

1. |2%(By) — E(Bn)| < &, forall m < m*,

2. [ fid=">1—¢eg—e, foralli <i*.

Now, we present a first easy example of a (=, I, £)-linked subset:

Example 4.2.3. Let IP be a forcing notion and @ := {p} C P. Then Q is (Z, I, ¢ )-linked. Indeed,
define lim: Q“ — P such that, for all § € Q“, lim(g) = p. Let i* < w, ¢ € Q“ for each
i <%, k* <w, (By:m < m*) apartition of w, € > 0 and a condition ¢ € P, such that for every
i < 1%, q < lim(q).

Let ¢’ := q. For the first condition of Definition 4.2.2, we can define the finite set u as in the proof
of Theorem 3.5.26, and the second one is immediate because, in this case, it does not depend on
the choice of u, that is, since for all i < i* and ¢ € I, ¢ = ¢ < lim(gq) = p = ¢}, we have that:

{tel:d <qg}| _ Il _ 1 Ju]
= — =1>1—¢gy—
Jul Z [T " Jul 4 Z Il ~ Tul Z Jul e

Finally, we conclude that for every p € P, {p} is (Z, I, £o)-linked.

A first interesting characteristic of (Z, I, gy)-linkedness is that it is preserved under complete em-
beddings:

Theorem 4.2.4. Let P, Q be forcing notions and v: P — Q a complete embedding. If () C P is
(2, 1,e0)-linked, then so is .[Q] C Q.

Proof. Let P, QQ be forcing notions and ¢: P — Q a complete embedding. Suppose that ) C P
is (2, ,&0)-linked and define R = ([Q]. We denote by limg: Q¥ — PP the function given by
Definition 4.2.2.

Notice that, for any 7 = (ry: { < w) € R¥, there exists some ¢ = (gr,: { < w) € Q* such that,
forall ¢ < w, t(gre) = 7. So we can define limg: R* — Q such that, for 7 = (ry: { < w) € RY,
limp(7) = «(limg(gr)). Let i* < w, 7 € R¥ for each i < ¢*, k* < w, (B,,: m < m*) a finite
partition of w, € > 0 and 7 € Q be such that r < limg(7) for all i < i*. Let ¢ € PP be a reduction
of r, hence

() || 7 < lima(F) = (limg(g})).

Therefore, we can find q" < g such that, for any i < %, ¢ < limg(g’) and, applying that Q) is
(2, I,¢e0)-linked, we get a finite set u C w \ k* and ¢ < ¢ such that:
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Bm —_ *
1o. %—:(Bm) < e, forallm < m*,

1 [{¢€li: q"<q; ,} < d
20- mZkeuT >1—¢y—e¢, foralli <i*.

Find 7’/ € Q such that " < «(q”), r. We must verify properties (1) and (2) from Definition 4.2.2 for
r"and 7 with 7 < ¢*. Notice that (1) is (1)¢ because it does not depend on (). On the other hand,
let k € vwand ¢ € ). By our definitions,

q" <p grp = 1(q") <q ) = 7" <q 1y

Then by (2)g we have that:

{l e I r' <g rg}] 1 {0 € In: " <p ¢4}
_— >1—¢g—c¢,
Ju] 4 Z 1] = Tul kZ 1A "
Finally, we conclude that R is (Z, I, £¢)-linked. O heorem 4.2.4

It is very useful in applications to have conditions that force infinitely many elements of the forcing
notion to be in the generic filter, for instance, this is the defining feature of Fr-linked subsets
(Definition 1.5.28). It turns out that the limit lim= of the Definition 4.2.2 not only forces infinitely
many conditions into the generic filter but also forces something stronger:

Theorem 4.2.5. Let P be a forcing notion. If Q C P is (2, I, &y)-linked, there exists a P-name =+

of a probability free finitely additive measure with domain P(w) extending =, such that, for any

qeQ”,

{leli:q € GIP’H
|11

lim(g) I+

w

= (k’) > 1—60”

Proof. Let G C P be a generic filter over M.

Working in M[G], define £ = {g € Q“ N M: lim(q) € G} and let i* < w and, for each i <
i, ¢ = (g L <w)€EL.

Now, working in the ground model, let ¢ > 0, k* < w and a finite partition (B,,: m < m*) of w.
Define D; as the set of conditions r € P, such that there exists a finite set u C w \ k* satisfying:

|uN By, |
N

—E(Bn)| < g, forall m < m*,

1 [{tely: r<qj}| < i
2. mZkGUTZ >1—¢y—e¢, foralli <i*.

Consider Dy == {r € P: 3i < i*(r L1lim(g"))} and D := D; U D,. Notice that D is dense in P.
Indeed, let p € P. Let us show that,

Jr € Dy(r < p) or Ir < pVi <i*(r < lim(q)") 4.2.1)
Assume that, for any r € D, r £ p and apply induction on ¢ < 7* — 1:
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4.2. p-FAM-linkedness

1. The base step i = 0: if p L lim(g"), then p € Dy, hence p £ p, which is a contradiction.
Therefore, there exists some r < p such that, r < lim(g°).

2. The induction step: by the induction hypothesis, there is some 7y < p such that, for each
j<i—1,ro <lim(g’).Ifry Llim(g"), thenry € Dy, hence ry % p, which is a contradiction.
As a consequence, we can find 7 < 7 such that 7 < lim(q"). It is clear that r is as desired.

In the first case of Equation 4.2.1, » € D and r < p, so we are done. On the other hand, in the
second one, we get a condition » < p to which we can apply Definition 4.2.2, by virtue of which
there is some ' € D; such that ' < r < p. Finally, D is dense in P.

It is clear also that D € M, because its definition does not depend on the generic filter.

Working on the generic extension again, since D € M is dense, G N D # (). Choose ¢’ € D such
that ¢ € G. Since ¢’ € D, necessarily ¢’ € Dy, hence there is a finite set u C w \ k* such that:

|[uN B, |
L

— Z(Bn)| < g, forall m < m*.

1 |{e€ly: qieGY} 1 [{¢eli: d'<q}}| ; o
2. mZkeuT > mZkEU\I—kI >1—¢g—e¢, foralli <™.

By Theorem 3.5.25, there exists a finitely additive measure =Z* extending = such that, for all § =
(qe: ¢ < w) € L, we have that:

/|{€€]k q € G}| =
| 1|

(1{3)21—60—5.

—x

Finally, working in M, let Z* a P-name of =*. It is clear that =
[P-generic G over M if lim(g) € G, then, in M[G], ¢ € £ and

*

is as required since, for any

|{£ €ly:q € G}|
||

= (k) > 1 — eo.

w

As a consequence, in the ground model,

‘{E € [k: Qv € G]p}’

lim(q) IF «
(9) 7

w

d=* (k) > 1 —g,”

|:|Theorem 4.2.5
We can prove some combinatorial results about the (Z, I, y)-linked forcing notions:

Lemma 4.2.6. If lim;_,o |I| = oo then no (Z,1,¢y)-linked subset of a forcing notion P can
contain infinite antichains.

Proof. LetP be aforcing notion and let Q C Pbea (Z, I, y)-linked subset. Towards contradiction,
suppose that A C @ is an infinite antichain in . So we can define ¢ = (g;: { < w) € AY C Q¥
without repetitions such that forany ¢, j < w,if ¢ # jthengq; L ¢;. Lete > Osuchthat1—ey—e > 0
and N < w such that % < 1—¢p —e. Since limy,_,, |I;;| = 00, there exits some k* < w such that,
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Chapter 4 A general theory of iterated forcing with finitely additive measures

for any & > k*, we have that |I;| > N. Let ¢ < lim(g). By Definition 4.2.2, there are a finite set
u C w '\ k* and some condition ¢’ < ¢ such that:

>1—¢y—ce.

eI ¢ <aql
Jul Z |1k |

keu k

However, notice that £ € u = k > k* and since ran(g) C A and it is an antichain, necessarily for
any k €cuand ¢ < w, [{¢ € Iy: ¢ < q;}| < 1. Then,

{lely:q <QZ}| 1 1
l1—e¢ —5< — — —
’ Z W Sl 2T

Ljul 1
< — = <1l—¢gg—c¢,
|ul Z NN "
keu
which is a contradiction. Finally, if A C () is an anti-chain, then A is finite. ULemma 4.2.6

As mentioned in Subsection 1.5.5, not containing infinite anti-chains is a particular property of
Fr-linked subsets. The following lemma shows that this is not just a coincidence: as a consequence
of Theorem 4.2.5, the notion of (Z, I, ¢)-linked is stronger than that of Fr-linked:

Lemma 4.2.7. Let P be a forcing notion. If Q C P is (2, I, g)-linked, then Q is Fr-linked.

Proof. Let ¢ = (q;: { < w) € Q¥. Let us prove that lim(g) I+ “3%, (g, € Gp)”. Let G be a
IP-generic filter over M such that lim(g) € G. Fix Z* as in Theorem 4.2.5.

Working in the generic extension, define f: w — IR such that, forall k£ < w, f(k) = W

Towards contradiction, suppose that {¢ < w: ¢, € G} is finite. This implies that =(D) = 0 where
D = {k <w: f(k) # 0} and therefore, by Corollary 3.5.23,

/de*: de*:/ 0dE* = 0,
w w\D w\D

which contradicts Theorem 4.2.5. Thus, {¢ < w: ¢, € G} is infinite, and therefore,
lim(q) IF “372,, (¢¢ € Gp)”,
that is, Q is Fr-linked. ULemma 4.2.7

Furthermore, it will be seen later (see Theorem 4.2.21) that, in fact, it is strictly stronger, that is,
there are o-FAM-linked forcing notions that are not o-Fr-linked.

4.2.2 p-FAM-linkedness

The iteration that Saharon Shelah built in [She00] has a very particular structure, for example, in
each step the iteration is accompanied by a succession of finitely additive measures on P(w) that
satisfy some special properties (see [She00, Def. 2.11] or Definition 4.3.13). So, in order to build
an iteration of a certain length, in each step it must be possible to define the above mentioned
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4.2. p-FAM-linkedness

sequence of finitely additive measures, which is not easy and in fact, the random forcing structure
is heavily used to do so. Jakob Kellner, Saharon Shelah and And Tdnasie in [KST19] proved that
the key to being able to extend the iteration at the successor steps is in the notion of (Z, I, £,)-linked
(see [KST19, Lem. 2.25]), however, the problem remained open for the limit step, although they
managed to show that with [E the iteration can also be built, that is, that it can also be extended in
the limit steps.

Analyzing the structure of E and B that allows establishing extension theorems at limit steps, we
were able to abstract a property that allowed us to generalize the iteration and that led us to a new
notion of linkedness: p-FAM-linked, which extends (=, I, £y)-linked, but also includes a property
that will be the key to generalizing the iteration: a condition on the intersection number. We could
say, concisely, that the notion of pu-FAM-linked is an abstraction of the properties of B and E that
allows the iteration built on [She00] works.

Using this linkedness notion, conditions for establishing extension theorems are already achieved
in both the limit step and the successor step, therefore this will allow us to define a general theory
of iterated forcing with finitely additive measures.

Definition 4.2.8. Let = be a finitely additive measure on P(w), [P be a forcing notion and y be a
cardinal. We say that IP is ;-=-linked, if there exists a sequence (Qn: @ < p n e € (0,1)g) of
subsets of IP, such that:

1. Forany I € 7, each Q. is (Z, I, ¢)-linked, where Z., is the collection of interval partitions
on w such that limy,_, ., || = oo,

2. Forevery € € (0,1)g, U,., @a.. is dense in P,

a<lp

3. Forany o < ppand e € (0,1)q,int(Qae) > 1 —¢,

Finally, we say that P is i-FAM-linked, if there exists a sequence (Qn: o < p e € (0,1)g) of
subsets of P, witnessing that I is u-=-linked for all finitely additive measures = on P(w).

As usual, when i = N, we write “o-FAM-linked” instead of “Ny-FAM-linked”.

We know that conditions (1) and (2) are usual in this type of definition (see, for example Defini-
tion 1.5.28(2)). Although condition (3) seems to be taken out of the sleeve, it is the one that will
allow us, using Crucial Lemma 4.1.10, to extend in the limit steps, and therefore, build a theory of
iterated forcing with finitely additive measures.

As a consequence of some properties about (Z, I, £g)-linkedness that we have already proved, we
get two results about this new linkedness notion. The first is that dense embeddings preserve the
u-FAM-linked property:

Theorem 4.2.9. Let P, Q be forcing notions. If .: P — Q is a dense embedding and P is pu-FAM-
linked, then Q is u-FAM-linked.

Proof. Let P, Q be forcing notions and ¢: P — Q a dense embedding. Suppose that P is p-FAM-
linked witnessed by (Qn.: @ < p a € € (0,1)g). In the natural way, define for all & < y and
e € (0,1)g, Rae = t[Qa,]. Let us show that (R, : o < p a € € (0,1)g) witnesses that Q is
p-FAM-linked by verifying the conditions of Definition 4.2.8:
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1. Since each for any a < jui, Qo - is (Z, I, ¢)-linked, by Theorem 4.2.4 50 is R,

2. Fixe € (0,1)g and let » € Q. Since ran(:) is dense in Q, there are p € P and 7’ € Q such
that «(p) = 1’ <g 7. On the other hand, since Ua@ Qo 1s dense in P, there are an o™ < g
and p' € Q,- . such that p’ <p p. Therefore, t(p’) <p ¢(p) = r' < r. Thus an R, is
dense in Q.

3. By Corollary 4.1.5, int®( R, .) = int%(t[Qa.]) = int?(Qu.) > 1 —¢.
Thus, Q is also p-FAM-linked. UTheorem 4.2.9

Recall that p(x) is a forcing property if, and only if, for any pair of forcing notions P, Q, if P = Q
and ¢(IP) holds, then ¢ (Q) holds.

Remark 4.2.10. We have an equivalent reformulation of u-FAM-linked: if we replace condition
Definition 4.2.8(2) by “for every ¢ € (0,1), |JQa. = P, since Q C Pis (Z,4,¢)-linked if, and
only if, Q" is (Z, I, ¢)-linked, and int"(Q) = int"(Q"). This equivalent definition allows to show
that u-FAM-linked is a forcing property.

Also, by Lemma 4.2.7, we get that:
Corollary 4.2.11. Every u-FAM-liked forcing notion is u-Fr-linked.

As a consequence, u-FAM-linked forcing notions inherit the properties of p-Fr-linkedness. For
example, we can conclude by Lemma 1.5.29(3) that every pu-FAM-linked forcing notion is p*-c.c.
However, by having more robust conditions in the definition, we can improve this result:

Theorem 4.2.12. Every p-FAM-linked forcing notion is pi-m-linked for all 0 < m < w.

Proof. Let P be a u-FAM-linked forcing notion witnessed by (Qn.: a < p € € (0,1)g), and
m < w such that m > 0. Since —5 € (0,1), there exists some €,,, € (0, 1) such that &,, <
Therefore by Definition 4.2.8(4), for all « < p we have that,

_1
m+1"°

—— <1—¢ep <int(Qac,,)-

Applying Lemma 4.1.6(7), we get that for all o« < j1, Q,,, is m-linked. Now define for all o < p,
Ql ={p €P: 3q € Qur, (g <p)} Itisclear that each Q] is m-linked because Q. ..,, is. Finally,
let p € P. By Definition 4.2.8(2), there are ap < pand g € (-, such that ¢ < p, hence p € ng.
So Ua<u Q! = P. Thus, P is pu-m-linked. Oheorem 4.2.12

As a consequence, by applying Theorem 1.5.27, we get:

Corollary 4.2.13. Every ji-FAM-linked forcing notion is ' -m-Knaster for all 0 < m < w.

As aresult of Example 4.2.3 and Lemma 4.1.6(4), we get:

Example 4.2.14. Every forcing notion PP is |P|-FAM-linked witnessed by the sequence (Q,.: p €
Pree(0,1)q), where Q. == {p} forallp € Pand e € (0,1)q.

In particular, since Cohen forcing is countable, it is o-FAM-linked.
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4.2. p-FAM-linkedness

4.2.3 More sophisticated examples

Earlier, we said that the notion of u-FAM-linkedness results from abstracting the properties of B
and [ that allows the iteration built in [She00] works. So, it is natural to expect that both B and E
are, indeed, pi-FAM-linked for some cardinal p. In this section we show that they really are, in fact,
1 = N in both cases.

For this section, fix a finitely additive measure = on P(w) and [ = (I},: k < w) € Z,.

Random forcing is o-FAM-linked

We start with random forcing. This result is due to Saharon Shelah (see [She00, Lem. 2.17 and
Lem. 2.18]). The proof of [She00, Lem. 2.17] is perhaps the most difficult that appears in the
paper, and there are steps, particularly related to probability, that are difficult to notice and follow,
so here we take the trouble to present a complete and very detailed proof, even though that implied
a long extension of it.

Lemma 4.2.15. Let (B,,: m < m*) be a finite partition of w such that for any m < m*, a,, =
E(Bm). Let v € B, i* < w, (b;: i < i*) a sequence of non-negative real numbers and for each
i <i*, T ={(rj: { <w) EB¥. Foranyi < i*, k < wand 1’ € B such that v' < r, define:

A 1 %
ag,(r') = iA] > Lebpa([ri]),

lely

and consider form € M = {m < m*: a,, >0}, i <i*andr’ <,

1 .
em(r') = —— / ol () d= (k).
m JB,,
Assume that:
vr' <rVi < i < / al(r)d=(k) > bi) (4.2.2)

Then, for all € > 0, there are r* < r and a sequence of real numbers ¢ = (¢; ,: 1 < i* A m < m*)
such that, for all v < i* and m < m*:

1. Ogci,méla

2. Em<m* Ci,mam 2 bi)

3. D ={r"eB: Vi <i*Vm € M (|cim(1") — cim| < €)} is dense below r* and r* € D*.

Proof. For any i < i* and " < r, by Equation 4.2.2 and Theorem 3.5.22, we have that:

n;wci,m(r’) Uy = %:4 (i /m %(ﬂ)dg(k))am = (/m al (') dE(k))

_ / 0 () d=(k) > by,
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so we get:

vr' < rVi < (Z Cim (1) am > bi> . (4.2.3)

meM

Let ¢ > 0 and K < w large enough such that % < e and C # (), where C is the set of finite
sequences ¢ such that:

s = (Cim: 1 <1 Am<mY),
A Ci,m € [0, 1]@,
° Kci,m c 7Z,

¢ Zm<m* Ci;m Qm > bz

It is clear that C is a finite set, hence there exists some s* < w such that C = {¢°: s < s*}.

Now, suppose that, recursively on s < s*, we can build a sequence (rs: s < s*) of random
conditions such that:

* 1o :=rand for any s < s*, rgiq < 7,
e forany ' < r,,q, there are i < i* and m € M such that:

cam(r') = €Ll > <.
On the other hand, suppose that j < ¢*, m € M and
1
o (< K ¢ N [cjm(rs), ¢jm(rs) +e) =10,
Consider two cases:

« If ¢jn(re) + € > 1, then ¢jn(re) <1 =% < ¢;,,(re) + &, which is a contradiction.

o If ¢jm(re) +e <1 letly =max {{ < K: £ < c¢jn(rs)} . Itis clear that {5 < K. Also,

bh+1 4y 1
€= Cin(rse) + &= Cim(rs) < K K K °

which is a contradiction.

As a consequence, for any i < i* and m € M, we can find ¢},, € {£: { < K} such that

Cim(Ts*) €y < Cim(Tsr) + €.

In particular, we have that |c;,, — cim(rs)| < €, forany i <¢* and m € M.
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4.2. p-FAM-linkedness

Since s« < 1y = r, by Equation 4.2.3, we have that:
bi S Z Ci,m(rs*> A S Z C;ma’ﬂ%
meM meM

that is, ¢* == {c},,: i <i* A m € M} € C, hence there is some s < s* such that ¢* = ¢°.
> ¢ for some ¢ < ¢* and m € M. However,

Now, since 7 < rg; 1, we have that |¢},, — ¢ (7s+)
by the construction of ¢*,

€5 = Cian(Tse)| = |C} = Cim(757)] <&,

which is a contraction. Therefore, r,- contradicts the choice of ., and, as a consequence, we
cannot reach step s* in the induction, so we are “stuck’ at some step s < s*.

Let us show that D* is dense below 7: let ¢ < 7. Since 4,1 cannot be defined, there exists some
r" < g such that, for any i < i*and m € M, |¢f,, — ¢;m(r')| < ¢, thatis, " € D*. Finally, let
r* € D* such that r* < r,. Itis clear that r*, ¢° is as required. Ulemma 4.2.15

The following result is [She00, Lem. 2.17] and it is the key to prove that random forcing is o-FAM-
linked.

Lemma 4.2.16. Let (B,,: m < m*) be a finite partition of w such that for any m < m*, a,, =
Z(Bp). Let v € B, i* < w, (b;: i < i*) a sequence of non-negative real numbers and for each
i <i*, T = (rp: { <w) € B. Assume that

vr' < rVi < i < / ai (r)d=(k) > b) (4.2.4)

where a}, are defined as in Lemma 4.2.15.
Then, for all ¢ > 0 and k* < w, there are a finite set u C w \ k* and an r® < r such that:

|ul

E(Bm)| <e, forallm < m*.

1 [{€ly: rO®<ri}| . .
2. 1 Dkeu # > b, — e, foralli <i*.
Proof. As in the previous Lemma, we define M = {m < m*: a,, > 0}, hence >, a, =1
because (B,,: m < m*) is a partition of w. Now, define form € M, i < i* and r’ € B,

1 )
Cim(r') = —/ ap(r) d=(k),

am JB,,
and fix ¢ > 0 and k* < w. Also define, for any ' € B and ¢ < ¢* the map ¢, : w — IR such that
QZ,(k) _ |{€EI}€I ’I‘/STZ}‘ )

1|
Since, for allm € M, W > 0, and 2(77(15—);) > 0, there exists some h* < w such that h* is
even and: ( ) ()2
20,1 —a 1 1 5
i < and — < —20 4.2.5
hxe? m* + i h*  2(m* +4*) ( )
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£\2
On the other hand, since we choose ~A* such that hl < 51 (3) , there exists some €* > 0 such that

e* < g and: ,
h_*+€* 1

< 4.2.6

By Lemma 4.2.15 applied to ¢*, there are 7* < r and a sequence ¢ = (¢;,,: ¢ < i* A m € M) such
that:

.OSCi,mSL

° Zm<m* Ci,mam Z b’i9

e D*={r' €B: Vi <i*Vm € M (|c;m(r") — ¢;m| < &)} is dense below 7* and r* € D*.

The rest of the proof is technical and quite long, so to make it easier to understand, we divided it
into several parts:

Part 1: The tree construction.

We set F = Uue[w]<‘*’ (#"*Urew 1) 9 and mo: F X w — w such that mo(o, k) = k, that is, m, is the
second component projection.

Now, let us build, by recursion on the height s, a tree 7 on (M U (F x w))<¥, afunctionr: T — B
such that, for any p € 7, r(p) = r, and a probability space on succ, for any p € 7. To illustrate
the construction, see Figure 4.1. Notice that, there, n = (m, (o, k), m’).

()
h=0 .

(m, (o,k))

SUCC(mg,(o0,ko))

Figure 4.1: A graphic example of the early levels of 7.

In the base step, we define Lo(7) = {()} and r, := r*. Now, suppose we have built the first /
levels and define the level h + 1 of 7. For this we will consider two possible cases:
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4.2. p-FAM-linkedness

1. When h is even, we define:
L1 (T) = E?l% ={p"(m): me MnpeLy(T)}

If n € L4+1(T), then there exists a unique p € L, (7 ) such that n = p~ (m). In this case, we
define r,, == r,,.

In order to define the probability space, let p € L,(7) and i € succ,, hence, there exists
m € M such that n = p~ (m). In this case, we define Pr,({n}) = a,,. Thus, since

S P = Y a1,

nesuce, meM
it follows that (succ,, P(succ,), Pr,) is a finite probability space.

2. When A is odd, we must work hard.

Let p € L,(T). Since h — 1 is even, by the previous case, there exists m € M such that
p=v"{(m)where v € L, 1(T). We set

K= {m(p'(i): p € L,(T)r0<1i<hisodd}U{k*}.

It is clear that IC C w is a finite set.

By Theorem 3.5.26, there is a finite set u, C B,, such that min(u,) > max(kX), and

1 )
Vi <" | |cim(r,) — ] Z ai(r,)| < T (4.2.7)

Now, consider %, as the sub-Boolean algebra of P([r,]) C P(“2) generated by the sets
{[r)N[r}): i <i* 0 € I,k €up,lt.
Defining

voe et |y, = () Inln i),
(i,6)edom(o)

we get, whenever Y, , # 0,

(@) Y,, C[ri] & o(i,0) =0,
® Y,,N[rj] =0« 0(i,0) =1.

Also, since %, finitely generated, by Theorem 1.4.11,
At,%p ={Y,,:0¢€ 9" *Ureu, I, Y, o # 0}.
On the other hand, by Theorem 1.4.14, defining

Ep = {o‘ c 2i*XU’“€“P Ik: Leb[rﬂ}(yvpﬁ) > O},
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it is obtained that:
> Leby,,)(Y,,) = L. (4.2.8)

o€,
So, we get u, and X, for any p € L,,(T), from which we can define:

Ly (T) = E%I%l ={p ((0,k)): pe Lp(T), 0 € X, n k € u,}.
To define r at this level, let n € L,.1(7T), hence there is some p € L,(T) such that n
p~((o, k)) for some (0,k) € ¥, X u,. By density, we can choose 7, € B such that [r,]
Y,o, 7y < 1,and r, € D*. Therefore:

Nl

c 0(i,0) =0=r, <rj,
e o(i,l)=1=r, Lyr}.

In order to define the probability space, fix p € L,(7). For any p~((0,k)) € succ, we

define:
1

Pr,(n"((0,k))) = —Lebp,1(Y,.).

A
To prove that (succ,, P(succ,), Pr,) is a probability space, it is enough to show that

Z Pry(n) = 1.

nesuce,

In effect, by Equation 4.2.8,

S P = 3 | S Prle (k)

nesucc, oeX, \kecu,

1
= Z Z mLeb[rp] (Y:op)

o€X, \k€up

1
= Z Leby, | (Yo0) Z ]
(AP k€u, p
= Z Leb[,«p](Ypya> =1.
o€,

Thus, (succ,, P(succ,), Pr,) is a finite probability space.

Finally, we define 7 := J,_, £,(7) andr: 7 — B such thatr(p) := r,. Itis clear by construction
that 7 is a probability tree.

For simplicity, we will use the following notation: for any A < A* consider

Epn={n<w:1<n<heven}isand O, = {n <w:1<n < hisodd}.
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Also, if p € L,(T) for h > 2, then by construction either p = n~(m, (0, k)) or p = n~((0, k), m).
In any case, we denote:
m, =m,o, =0 and k, = k.

That is, m,, k,, o, are the last m, k, o that appear in p. For p of even length > 2, set u, := u, -1,

and allow m, = m when p = (m). As a consequence, for k € u, where p of even length and

1< 1",

i {4 € Iy: 7",,<T€}| € Iy op(i, ) =0}

o0, (k) = = 0! (k).
=T I 0

As a consequence, since 7 is a probability tree, by Theorem 2.3.2, it induces a probability space in

each of its levels, where the probability of p € £h(T) is given by:

Pry(p) = [] amy - H Leb[,,p I V). (4.2.9)

neOy, nekEy

Part 2: Finding a suitable p € L+ (7) with high probability.

In general, as the length of the elements of 7 increases, by Equation 4.2.9, probabilities are getting
smaller and smaller. What we do is try to define random variables that allow us to model what
happens in both condition (1) and condition (2) of the conclusion of the lemma. For this, we divide
this part into two sub-parts: in the first, we deal with condition (1), and in the second one, with
condition (2).

For p € T, define v} := {kyp: h € Ep}.° It is clear by construction that [u}| = 2=,
Uems Bm and u’ C w \ k*.

. C
Part 2.1: Random variables to model the first condition.
Form € m*\ M, u} N B, = (), therefore,

|u¥ N By B

=0<e.
3] " :

On the other hand, for m € M consider U,,, V;,,: L4+(T) — IR such that, if p € L,«(T), then:

|u; N Bl

Vm(p) = ’u*’
p

and U,,(p) = [{j € En-: m,;; = m}|.

Since the o-algebra in Lp+(T) is P(Lyp(T)), Uy, and Vi are, trivially, random variables. Also,
Upn ~ Binomial(%- h a,), since it counts the success after ~ tries, each with probability a,,, and we

can express V, in terms of U,,,: Vi,(p) = 2Um Wmlp) g, by Theorem 2.2.10(4)

2E[U,] *a
— _ 2 m
E[V,.] = e G
%We are counting only the even numbers because the information is repeated in the construction, for example, if h
is even, at the levels h and h + 1 we have the same k, for any p € L,(7) U Ly+1(T). So, adding over all numbers
below h* would affect the value of the probabilities.
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and

L (1= am)  2a,(1 - an)
Thereby, by Chebyshev inequality, we can conclude:

Var[V,,,| =

Var[Vi,]  2am, (1 —ap)

Pry- Vm - Um 2 S ==
Tp [ a | 5] 82 hx 62
Thus, by the choice of h*,” we get:
1
VYm e M (Prh*[ Vin — | > €] < , ) (4.2.10)
m* +*

In the next part, we will do the same for the second condition.

Part 2.2: Random variables to model the second condition.

Now, for o € Ej and i < ¢*, consider Zj: L,(T) — IR such that Z{(p) = o} (k,) for any
p€ Ly(T).Forh < h*evenandn € Ehfl(T) we calculate the expected value of Z; “given that”
n1,_1 = p~(m). For this, since h — 1 is odd, the successors of p are as in Case 2 of Part 1 and we
use Definition 2.3.5:

E[Z}Zz n r -1 = p succ,J Z SUCCp

1 P
= ( _I b, (Yoo) Z1(p™ (0, k)))
1 i
- _| Tp]<YP70) Qp“(m,(a,k))(k)
=U—Z > Leby,)(¥,) ,“
o€a, b
1
NP LRl R
Pl keu, k €T, 0e1y,, o(if)=0
1
R S o G R R
Pl keu, | "F ter, \oes,, o(i,0=0 |
1
o S [ 5 et
tp keu, LR vey,
1 i
= Z%(Tp)
| P| k‘EuP

7In fact, Equation 4.2.10 was what motivated the choice of h* in Equation 4.2.5
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4.2. p-FAM-linkedness

Therefore, by the choice of u, (see Equation 4.2.7), it follows that:
- % 7 —~ 8*
vir<it (IELZE: ns =7 ] = )| < 5 ).
As a consequence, since 1, € D*, we can conclude:

Vi < i* <|E[Z,§: N hay = o (m)] = ct| < %) 4.2.11)

Now we are going to calculate the expected value, “given that” we restrict it one more level. Since
h — 2 is even, the successors of v € L}, (7)) are as in the first case of part (1). By Theorem 2.3.8,
we have that:

E[Z;z: Nlho=v]= E[E[Z;L N1 =p:plho=1V

1 )

=E _Zak(rv) | plhe=v

|up‘ keu

P
1 [
= Esuccy T Z ak<7'1/)
’up| keup
1 [
=2 |an- > an)
meM ’u,/\<m)‘ keu, ~
v (m)

and therefore,

) 1 i i
E[lZ,:nl,_s =] —/ak(T,,) d=| = U " ‘ Z ag(r,) —/ak(r,,) d=
w meM v (m) k€U~ (m) w
1 ) )
— Qm, ap(r,) (/ a; (7“,,))
% (it i) - 3 (o
1 i
— G m | Z ap(r,) | — Z Ay Cin (7))
meM v ke, ~ oy meM
1 i
=2 an | o Yo ai(r) = cim(ro-m)
meM VA<m> kEul,/\<,,L>

IN
]
3
—
™
)
ol
=
N
~—
ey
3
—~
=
<
)
2
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Chapter 4 A general theory of iterated forcing with finitely additive measures

Since r, < r, we have that [ aj(r,) > b;, hence, by Equation 4.2.11:

Vi < i* (E[Zh Dy =] > b — %) (4.2.12)
In a similar way, we can prove that
Vi < i* ( BlZ: 0l a=p]— Y GmCim| < —) (4.2.13)
meM

Furthermore, we can generalize the previous equation, inductively as follows. For all ¢ < ¢*,
h € Ep,j€ Ey1,n€ Ly(T),and p € L;(T), we have that

i _ <
ElZy:nly=p)= D Gmtim| < 5 (4.2.14)
meM
Finally, by Corollary 2.3.9, E[Z;] = E[E[Z}.: n],_, = p]], hence we get:
- Y ; c* c*
Vi < i (E[Zh] > bi— — and |E[Z;] - mGZMam Cim| < 5) (4.2.15)

Now, for any ¢ < i* consider the random variable Y;: L£,:(7) — IR such that, for every p €
Ly (T),

|{¢ € I: rp<r€}
Yilp) = !Z | 1}| '

keuy

We can express Y; in terms of Z}l for h € Ejx:

-2 3z

hEEh*

hence, by Theorem 2.2.10(5), and Equation 4.2.15, we get:

2 . 2 - 2 e* e*
E[Y;] =E | = Zi| == E[Zi] > = I

On the other hand, since ¢* < ¢, it is clear that E[X}] > b, — < and b; — < < E[Y}], hence:
PrY: Sbi—e] <Pr|ViSE[Y] - | <Pr[c < vi- Em]\] ,

and applying Chebyshev’s inequality, we get:

Vi < * (Prm <bhi—e < V?rgZY]) (4.2.16)
2
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4.2. p-FAM-linkedness

Part 2.2.1: Properly bound the variance of Y;.

Since we want Pr[Vi < i*(Y; > b; — )] > 0, we must show that Var(Y;) is small enough. For this,
let us start by noting that, by Theorem 2.2.11(4):

Var%)zﬁ S varz)+ Y Cov(Zi,Z)

heEpx h,j€Epx«, h#j

It is clear that, for any i < i, 0 < Var[Z]] < 1, because 0 < Z} < 1, and by Theorem 2.2.10(3),
0 <E[Z}] <1and|Z, —E[Z}]] < 1. So, we must to bound the covariance. For this, let j,h € E}-
such that j < h. Then, by Corollary 2.3.9, Equation 4.2.15 and Equation 4.2.13, we get:

Cov|Z}, Z;) = E|Z; - Z}] — E[Z]] - E[Z])]
=E[E[Z;-Z,: v ;= 0]l - E;[Z; - E[Z}]]
=E; [Z;- (E[Z,: v ;= 1] — E[Z}])]
<E; [Z;- (|E[Z,: v ;= n] — EalZ}]])]

o |

As a consequence,

VarlY;] < 1 E—i—ﬁ E—1 e —3+€*—£6*—3+ =2 8*<£+€*
S22 2\ 2 ~ hr h* b h* h* '

Thus, Equation 4.2.16 and the choice of A* implies:

, 1
Vi <i* [ PrlYi. <b—e| < , 4.2.17
i <1 ( r[Yy €] m*+z*) ( )

Part 2.3: Some p of high probability and the conclusion.
Consider the following events:

s E={pe€ Lp(T):VYme MVi <i*(|Viun(p) — am| <enYi(p) > b —e)},
« Fi={p€Ly(T): 3m € M(|Vys(p)) — am| > ¢},
e G={pe€ Lp(T): i <i*(Yi(p) < b; —e}.
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Chapter 4 A general theory of iterated forcing with finitely additive measures

It is clear that £ = F° N G° = (F UG)° hence, E° = F U G. Also, by Equation 4.2.10 and
Equation 4.2.17 we have that

*

1 m
Pr(F) < Y Pr|Vig —am| > e < Y R S

meM meM
and .
X 1
Pr(G) < PrlY. <b, — =
r( )_Z r[h_ <Zm*+z* m* 4+ i*
1<lt* 1<a*
Therefore,

Pr(F)=1-Pr(E°)=1—-Pr(FUG)
=1—[Pr(F)+Pr(G)] — Pr(FNG)]

>1—( AL ,*>+Pr(FﬂG)

m*+1*  m*+1

1" pFne)
m* + 1*

=1-1+Pr(FNG)

=Pr(FNG)>0

hence Pr(E) > 0. As a consequence, I/ # (). Let p € E, u = u}, and r® := r(p) = r,. Then,
by the construction of T, u C w \ k* and r¥ = r, < r* < r. Also, since p € E, form € M and
1 < 1%, we have that:

= Vi (p) — am| < €

and,

{lely:r® <ri}| 1 {tely:r,<ri}
_ —v, b — e.
u |Z A 2 (p) > bi =<

Thus, finally:

1. % — am)‘ < g, forall m < m*.
1 {eel: r®<ri}| . .
2. i Y kew —’“W > 1 —¢, forall i < ¢*. Momma 4.2.16

The probabilistic method is a very powerful probabilistic tool that allows tackle problems mainly in
discrete mathematics. It was first used by Paul Erdos in the context of graph theory (see [Erd47]).

The author of the book The Probabilistic Method (see [AS16]), Joel H. Spencer, defines it as
follows:

Roughly speaking, the method works as follows: Trying to prove that a structure with
certain desired properties exists, one defines an appropriate probability space of structures
and then shows that the desired properties hold in this space with positive probability.
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4.2. p-FAM-linkedness

Notice that, the description of the probabilistic method given by Joel Spencer, fits very well with
the way we proved Lemma 4.2.16, so we can think that it is an application of the probabilistic
method to the Set Theory. In a similar way, we are going to prove the theorem that will allow us to
extend at limit steps of forcing iterartion with finitely additive measures (see Main Lemma 4.3.17).

The following will allow defining the limit as in Definition 4.2.2 for random forcing.

Lemma 4.2.17. Let b € [0,1], 7" € Band 7 = (ry: { < w) € B be such that, for any { < w,
Lebp+([r¢]) > b. Then there exists r® € B such that r® <r* and,

Vr <r® (/w ap(r)d=(k) > b),

where, for anyr € B and k < w, ax(r) = ﬁ > eer, Lebyy([re])-

Proof. We consider the set
I = {r eEB:r<r” /\/ak(r)dE(k) < b}.

Suppose that I is not dense below r*. So there exists r® < r* such that, for all r € I, r £ r®,
which implies that Vr < r®(r ¢ I), that is, r® is as required. So it is enough to prove that [
is not dense below p*. Towards contradiction, assume that [ is dense below r*. So we can find a
maximal anti-chain A = {s;: i < i,} C I below r*. Since random forcing is c.c.c., we have that
0 < i, < w. Also we can think of A almost like a partition in the sense that ¢, j < 7, and i # j
imply Leb([s;] N [s;]) = 0. As a consequence, Leb([r*]) = >, _; Leb({s;]).
Now, for all j < min{i* + 1,w} define s’ := {J,_; si. So, by Lemma 1.2.3(1), we have that [s'] =
U< ;lsi]. Also expanding properly, we can express ay(s?) in terms of ay(s;) for k < w, 0 < j < i,
and ¢ < 7, as follows:

ag(s’) =Y Lebg([si])ar(s;). (4.2.18)

i<j

Since sy € I, [ ar(so)dZ(k) < band e == b— [ ay(so)dZ(k) > 0. Then, by integration
properties,

/ak(sj)dE(k:) :/ (ZLeb[sj]([si])ak(si)> d=(k)

1<j

= 3" Lebyoy((s) [ anls) 4=

i<j ind

= Lebp)([so]) /

w

ak(s0) dE(k) + Y Lebig)([si]) / ar(s;) d2(k)

< Lebyg([so]) (b — ) + Z‘Leb[sj]([&])b
= Z Leb[sy‘}([si])b - Leb[sj]([so])E

=bH— Leb[sj]([so])f

< b — Leb([so]) e.

101



Chapter 4 A general theory of iterated forcing with finitely additive measures

Hence,
/ ar(s’) dZ(k) < b— Leb([so]) e. (4.2.19)

On the other hand, since lim;_,;-Leb([s/]) = Leb([r*]) and lim;_;([r*] \ [s/]) = 0, there exists
0 < j < min{i* + 1,w} such that:

Leby([r*] \ [s7]) < Leb([so))e. (4.2.20)

Expressing [r*] = [s/] U ([r*] \ [s/]) and using Equations 4.2.18, 4.2.20 and 4.2.19, we get:

[ 74200 = Lebyey I\ ) [ anl]\ ) 4Z0) + Lebye () [ an((s7) d= (0

< Leb([so])e + (b — L‘;b([so])e) ’
=b.

Therefore | a(r*)dZ(k) < b,sor* € I.
Finally, since for all ¢ < w, Leby+([r¢]) > b, we have that a;(r*) > b, therefore [ a;(r*) dZ(k) >
b, that is, 7* ¢ I, which is a contradiction. Thus, [ is not dense below r*. temma 4.2.17

Finally, we can prove that B is o-FAM-linked:
Theorem 4.2.18. Random forcing is o-FAM-linked.

Proof. Foreacht € <“2ande € (0, 1)q, consider the set Let us prove that the sequence (Q;.: t €
<“2 A e € (0,1)p) witnesses that B is o-FAM-linked. We must verify the three conditions in
Definition 4.2.8.

1. Fixt € <¥2, g9 € (0,1)q, a finitely additive measure = on P(w) and an interval partition
I = (I): k < w) of wsuch that limy_,|[;| = co. We must to prove that Q; ., is (=, [, go)-
linked.

Consider ¢* as the full tree with trunk ¢, hence it is clear that it belongs to (); ., because
[¢*] = [t]. Let = (qe: ¢ < w) € QF,,. Therefore, for all { < w, Leby([q]) > 1 — &,
that is, we are under the hypothesis of Lemma 4.2.17, by virtue of which, there exists some
q® < ¢* such that, for all ¢ < ¢®,

/ak(q) d=(k) > 1 — &y, (4.2.21)

where ay(q) is as in Lemma 4.2.17. Thereby, we can define lim,.,: Q7. — B such that
limy ., (G) == ¢®, which satisfies, by Equation 4.2.21, that

0 <ty (0) [ @0 21-2)

Now let i* < wand ¢ = (g;: £ <w) € Q7 foreachi <i*. Lete > 0, k* < w, (By,: m <
m*) a finite partition of w and ¢ € PP such that ¢ < lim(g") for each 7 < ¢*.
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4.2. p-FAM-linkedness

Notice that, by the construction of lim, ., for all ¢ < " and ¢’ < ¢ we have that ¢ <
limy ., (¢’) and therefore | ay(¢')d=(k) > 1 — gy for each i < i*. So we are under the
hypothesis of Lemma 4.2.16, by virtue of which, for given ¢ > 0 and k* < w, there are a
finite set w C w \ k* and ¢% < ¢ such that:

(a) [l0Buml _ E(Bm)‘ <e, forallm < m*,

Jul

- 9P < gt
(b) ﬁZkEuW Z 1_50_€7f0ra117;<i*7

which proves that Q; . is (=, I, &y)-linked.

2. Lete € (0,1)g and r € B. So [r] € “2 and Leb([r]) > 0. By Lebesgue density Theorem
(see Theorem 1.2.8), there exists some x € [r] such that, lim,,_,., Leby,([r]) = 1, hence
there is some N < w such that, for all n > N, |Lebj,,([r]) — 1| < e. Notice that, for
t:=x [ (N+1) € <“2we have that Leby([r]) > 1 —¢, thatis, r € Q.. Thus, [ J{Qs-: t €
w2} =B.

3. See Corollary 4.1.8.

Finally, since {t € <“2: Leb([t]) > 0} is a countable set, we can conclude that random forcing is
o-FAM-linked. Uheorem 4.2.18
The forcing notion E is o-FAM-linked

Now, based in [KST19, Lem. 1.20] we prove that E is also o-FAM-linked. In this case, we do
not bother to give as much detail as in the proof for random forcing, since the proof for Defini-
tion 4.2.8(1) 1s very well detailed in [KST19, Lem. 1.20], so, we just focus on what is new: proving
the condition on the intersection numbers.

Theorem 4.2.19. E is o-FAM-linked.
Proof. Fort € T and ¢ € (0,1)q, define
Qi = {p € dom(loss): trunk(p) =1t A loss(p) < e}.

Let us verify the conditions of Definition 4.2.8:

1. This result is due to Jakob Kellner, Saharon Shelah and Anda Tdnasie, see [KST19, Lem.
1.20].

2. Lete € (0,1)g and p € E. By Theorem 1.5.47(1), there is some ¢ € dom(loss) such that
q < p and, by the definition of IE, we can extend trunk(q) long enough to find a condition
r € E such that r < ¢ and loss(r) < €. So, if we define ¢ := trunk(r), we have that r € Q, .
and r < p.
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Chapter 4 A general theory of iterated forcing with finitely additive measures

3. Ténasie Let t € T and ¢ € (0,1)g. By Theorem 1.5.47(3), v: B — 2 such that for all
p € E, «(p) = [[p]]n is a dense embedding, where 2 is a sub-Boolean algebra of B(“2) /N
Also, by Theorem 1.5.47(2), for all p € dom(loss), we have that:

Leb([p]) _loss(p)
Leb([trunk(p)]) =1 2

In particular, if p € @), . then trunk(p) = ¢,loss(p) < ¢ and therefore:

Vp € Q- (Lebpy([p]) > 1 —¢) (4222
Define yi: % — [0, 1] such that yi([b]xr) := Leby(b). Then,
1([0]x) = Leby (0) = 0.

Also, if [a]y, [b]xr € Z are such that [a]x A [b]y = [0]n, then [a N by = [0]n, hence
anNb= (anb)AD. Therefore,

pllaly v bly) = p(la U bly)

= Leb t](a) + Leb[t](b) Leb[t ( b)
= Leby(a) + Lebyy(b) — Lebyy (0)
= Leby(a) + Leby (b)

= p(lala) + wg ([Blar)-

Thus, p is a finitely additive measure.

Now, define also () := {b € A: u(b) > 1—c}. Notice that t[Q; -] C Q. Indeed, letb € ¢[Q; ]
and p € Q. such that b = [p]y. Since ¢t = trunk(p), [p] C [t] hence, [p] N [t] = [p].
Therefore, by Equation 4.2.12 we have that:

p(0) = p([[plln) = Leby ([p]) > 1 =,

that is, b € @, hence ¢[Q);.] C (). Finally, by Lemma 4.1.6(9), Theorem 4.1.7 and Corol-
lary 4.1.5 we have that:

int®(Q,.) = int?(1[Que]) > int?(Q) > 1 —e.

Thus, int]E(Qm) >1—e.

Finally, as 7T is countable, we can conclude that E is o-FAM-linked. U heorem 4.2.19
Notice that, although it was not difficult to prove the condition on the intersection numbers for
random forcing or for K, this is a very important point in the development of this thesis, since any

condition that we demanded in the definition of ;-FAM-linked is necessarily met by B and E.
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4.3. Iterating with p-FAM-linked forcing notions

4.2.4 Some examples of no o-FAM-linked forcing notions

By Theorem 1.5.30, we known that no o-Fr-linked forcing notion can add dominating reals, there-
fore by Corollary 4.2.11, we get:

Theorem 4.2.20. If P is a forcing notion adding dominating reals, then it cannot be o-FAM-linked.

As a result, we particularly have that Hechler forcing is not o-FAM-linked.

Finally, thanks to an unpublished result of Miguel Cardona and Diego Mejia, we have an example
of a o-Fr-linked forcing notion that is not o-FAM-linked, which in particular proves that the notion
of u-FAM-linked is strictly stronger than p-Fr-linked. It is about the eventually different forcing
notion, denoted by E (see [Mil81, Sec. 5]):

Theorem 4.2.21. E is o-Fr-linked, but it is not o-FAM-linked.

4.3 Iterating with ;-FAM-linked forcing notions: a generaliza-
tion of the iterated method using finitely additive measures

In this section we are going to generalize the finite support iteration that Saharon Shelah constructed
in [She00] to force the consistency of cf(cov(N)) = N,. In Shelah’s work, for reasons we will
study in the next chapter, partial random forcing was used® to iterate. A natural question that arises
when studying such an iteration is: what are the particular properties of random forcing that allow
the iteration to work?. Moreover, is it possible to construct such an iteration with other forcing
notions?, In this case, what are the properties that must be satisfied?. The problem is mainly found
in the extension theorems (see Theorem 4.3.16 and Theorem 4.3.18), since the forcing notion is
required to have some structure, in order to be able to construct the sequence of finitely additive
measures that allow us to extend the iteration.

In this section we will show that, the properties that are needed to be able to establish extension
theorems, are precisely those that define the p-FAM-linked forcing notions, that is, we will show
that the abstraction of the properties of random forcing that we made in the previous section are,
indeed, the right ones to be able to generalize the iteration of [She00]. So, we will define an
iteration based on [She00], but not iterating with random forcing, but with restrictions of p-FAM-
linked forcing notions.

Fix, for the rest of the section, an uncountable regular cardinal «.

4.3.1 The iteration structure
First, we introduce the iterations with FAM-linked forcing notions:
Definition 4.3.1. We define ICy(k) as the collection of sequences

K= <]P>,37ro7 ]P)a_7 Qaa Qa: a<Tm, 6 S 7T>7 where:

8Saharon Shelah also uses some forcing notions of “small” cardinality, but his intention is to prove additional
things, such as the consistency with MA .. We are going to use Hechler forcing to force b = .
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Chapter 4 A general theory of iterated forcing with finitely additive measures

1. P, = (P, Qa: a < ) is a finite support iteration,

2. For any a < T, Q. is a P~ -name of a 6,-FAM-linked forcing notion, witnessed by the
sequence Q, = (QF.: ¢ < ba, € € (0,1)g), where each Q¢ is a P, -name, and 0, < &,

3. Forany a < w, P, C P?, where
P, = {p € Po: V€ € dom(p) [p(€) € V7 1 3C < 0 F=€(0, 1)q (I, “p(€) € Q57| }-
We show later that I’} is dense in [P for all b <.

In order to simplify the writing, we introduce the following notation:

Definition 4.3.2. Let K= (P3,Qu, P5, Qa, fo: a<m, § < 7) € Ko(k) and y < 7.

1. We say that 7 is the length of K.
2. The restriction of K to vy is defined by K [ v :== (Pg, Q., P, @a, Op: <7, B<7).

It is clear that, for any K € Ky(k) and any v < 7, K [y € Ko(k).

Remark 4.3.3. In general, when we say “K € Ko(x)” it will be understood that K has length 7 and
K = (Ps,Qu, P, 0,: a <7, B < ), unless otherwise specified.

Also, notice that, by definition of 3, it is clear that P}, C P}, whenever a < # < . It is not
difficult to notice that P} is dense in [Ps, in fact, we can prove something stronger. For this, we
define the following set:

Definition 4.3.4. Let K € Ky(x). For any function ¢: w — (0,1)q, define DX as the set of
conditions p € P} such that:

1. there exists n* < w such that dom(p) = {a,,: n < n*},
2. ay, < oy, whenever m < n < n*, that is, dom(p) is arranged in decreasing order,

3. for all n < n*, there exists some < 0,,, such that p [ v, I, “p(ay,) € Q?”E_(n)”.

When the context is clear, we denote DX simply as D-..

The structure of iterations in Ky(x) guarantees that this set is dense in the final step of the iteration:

Lemma 4.3.5. Let K € Ky(r). Then, for any o < 7 and any function &: w — (0,1), D' is
dense in P,. In particular, D: is dense in P.

Proof. We apply transfinite induction on o < 7: fix &: w — (0,1) and assume that, for any

B < o, DX is dense in [P for every function €: w — (0, 1). The case a = 0 is clear, so we only
deal with the other cases:
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4.3. Iterating with p-FAM-linked forcing notions

1.

« successor: suppose that « =  + 1 and let p € P,. Without loss of generality, we can
assume that 8 € dom(p), so p [ IF5“p(B) € Qg Since by induction hypothesis, D '?
is dense in [Pg, we get that IP’% is dense in P53 and by Lemma 1.5.16 and Definition 4.3.1(3),
Py CPg. As a consequence, we can find a P;-name ¢, ¢ < 63 and 79 € Pg, such that
ro <p|pand

o I “p(B) =q € Qﬁ’g(o)”‘

Consider €: w — (0, 1) such that, for any n < w, é(n) = &(n + 1). Since 7y € Pg, by
induction hypothesis, there is some r; € DX "7 such that r; < ro. We set r := r, U {(3,¢)}.
It is clear that » <, p. Now we show that r € D? ' Sincerq € D? LB’ there is m* < w such
that dom(r;) = {a,,: n < m*} and this numeration is decreasing. We define n* := m* + 1

and
-1, if 0<n<n®,

Tn =
B, if n =20,
so, dom(r) = {y,: n < n*} and since oy < [3, it is a decreasing numeration. Let
0 < n < n* Since r; € D=’ by Definition 4.3.4(3), there exists { < 0a,_, such
that ry [a,—1 IFa,  “T1(an_1) € Qa"e ! ”. However, as in this case v, = «,_; and

é(n — 1) = &(n), we get that 7 [, |-, “r ( Tn) € Q5 <(n)- Finally, if n = 0, then 5 = f
and we know already that r [ 5 IF5“r(8) € QBVE_ o) - Thus, r € DEle
a limit: let p € P, hence there exists some 3 < « such that p € Pz and by induction

hypothesis, we can find r € D?w such that » < p. Notice that D?w C D?W because
IP’;J, C P? and therefore, r € D? fe Finally, as P53 C IP,, we have thatr <, p.  Uremma 4.35

As a consequence, as mentioned before:

Corollary 4.3.6. If K € Ky(k), then, for any o < 7w, P? is dense in P,. As a consequence, for any
a<m, P, CP,.

One of the fundamental parameters in Shelah’s iteration is what he calls blueprints (see [She00,
Def. 2.9]). We are going to replace that notion with that of guardrail ((GMS16] and [KST19]),
since we consider that this facilitates the formalization and compression of the iteration:

Definition 4.3.7. Let v, ( be ordinals.

1.

A half guardrail for (v, ¢) is a function g € 7[¢ x (0, 1)g].

We say that (g, I) is a guardrail for (v, ) if g is a half guardrail for (v, () and I € Z..

. If G is a set of guardrails for (7, (), then Gy := {g € 7[¢ x (0,1)¢]): 3T € T.o((g,I) € G)}.

A set Gy of half guardrails for (v, () is a complete set of half guardrails if, for any function
o: X — ( x(0,1) with X € [y]<™ there is some g € G, such that o C g.

. A set G of guardrails for (v, () is a complete set of guardrails for (v, (), if Gy is a complete

set of half guardrails for (7, () and, forany g € Gy and [ € Z., (9,1) € G.
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Chapter 4 A general theory of iterated forcing with finitely additive measures

6. If G is a set of guardrails for (7, () and v < 7, we define G [y == {(g [ v, ): (9,1) € G}.

Abusing the notation, we sometimes identify the guardrail h = (g, ) with g, and denote A [~y =

(g1, 1).

Remark 4.3.8. For any half guardrail g for (v, (), there are go: v — ¢ and g;: v — (0, 1)¢ such
that, for any o < 7, g(a) = (go(), g1(«)). In general, we use this decomposition of g.

Notice that the following result is clear by the definitions:

Lemma 4.3.9. If G is a complete set of guardrails for (,() and o < vy, then G | a is a complete
set of guardrails for («, ¢). Likewise for a complete set of half guardrails.

The idea is that we are going to use half guardrails g such that, for some o« < 7 in question,
go(a) < B, < k. Furthermore, since g;(a) € (0,1)g, the guardrail g is in charge of choosing
a subset Qg,a in each step of the iteration, which justifies the name ‘“guardrail”, as it gives us
information about the coordinates in the steps of the iteration.

The tool we are going to use to obtain complete sets of guardrails is known as the Engelking-
Kartowicz theorem (see [EK65]) . The proof that we are going to present below is due to Saharon
Shelah, but improved by Assaf Rinot in his personal blog (see [Rin12]):

Theorem 4.3.10. Let 6, i1 and x be infinite cardinals such that 0 < p < x < 2. Then there exists
G C X such that |G| < u<?, and every function f: X — pwith X € [x]|<Y can be extended by a
function in G.

Proof. Consider the set W = {(a, A,g): a € [u]<?, A € [P(a)]<? and g € “u}. It is clear that
|W| = 1<% hence we can find a numeration W = {(a;, A;, g;): i < u<%}. Since y < 2#, there
exists some sequence {B,: a < x} of distinct subsets of . For any i < p<?, define f;: x — p
such that, for a < ¥,

gi(ai N Ba) if a; N Ba € Ai,

O, if a; N Ba ¢ Ai,

and define G == {f;: i < p<%} C Xy, therefore |G| < u<?. Now, let X € [x]<Y and a func-
tion f: X — p. For any o, € X such that « # /3, choose z,5 € B,ADBg and define
a:={z,p: o, € X and a # [}. Then, |a| < 0 and also, for o # 3, we have that aNB,, # aNBpg
because we chosen z,, s in its symmetric difference. So if we define A == {a N B,: a € X}, then
|A| = |a] and A € [P(a)]<Y. Also, we can define g: A — X such that g(a N B,) := f(«) for any
a € X. Finally, choose i < A such that (a, A, g) = (a;,.A, g;). It is clear by the construction that

f g fz |:|Theorem 4.3.10

In particular, for the applications that we are going to present in Chapter 5, we need the following
result:

Corollary 4.3.11. If R < p < x < 2 then there exists a complete set of guardrails G for (x, 1),
such that |G| < p®.
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Proof. By Engetkin-Karlowicz theorem, there is a complete set of half guardrails G, for (X, 1),
such that |Gy| < <%t = pM. Therefore, it is clear that G .= {(g,1): g € Go A I € T} is a
complete set of guardrails for (, 1) and |G| < p™. Ucorollary 4.3.11

The following definition is a generalization of [She00, Def. 2.11(d)] and it is based on [KST19,
Def. 2.33] with some modifications to adapt it to our formalism.

Definition 4.3.12. Let K € (k) and g a half guardrail for (7, ). Let 7 = ((Ge, v, (o, €0): € <
w). We say that 7 follows g if:

Oy 9
CesEe ?

1. Forany ¢ < w, g, is a P, -name such that I, “¢, € Q
2. Either the sequence (o, : ¢ < w) is increasing or constant,
3. The sequence (g,: ¢ < w) is constant,

4. g(ag) = ((p, &) forall £ < w.

We can now define the generalized iteration with finitely additive measures:

Definition 4.3.13. Let G a set. Define Ky (k, G) as the collection of sequences

K= (Pg, @a, P, @a, O, éﬁz a <, 3 <m), where:

1. (Pg, Qu, P, Qo oz <, B < 7) € Ko(r),
2. G is a set of guardrails for (7, x),

3. Forany 3 < m, E3= <E%: g € Go) and II—]pB“E% is a finitely additive measure on P(w)”, for
all g € Gy,

4. a< pf<nt=> IFp, Eg C E%”, for any g € G,

5. a <=k, “29)" € MFe”, where (29) == =4 | (P(w) N MF), forany g € G,

6. Forany (g9,1) € G and 7 = {(d¢, o, (o, ¢): { < w} following g, it is satisfied that:
(a) If the sequence (o : ¢ < w) is constant with value «, then:

o [ €I 4 € Gla)}|
1|

Fe, “Hm{Z*) ((de)ecw) I, d=0, (k) > 1 —gi(a)™.

w

(b) If the sequence (o : ¢ < w) is increasing, then for all ¢ > 0,

||_P7r “Efr <{k<w: |{€€]k5 ’q]g|EG(Oé€)}| Z [1_gl(a0)](1_5)}> — 1
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Chapter 4 A general theory of iterated forcing with finitely additive measures

Condition 6(a) requires a justification: why can we take that limit? Since the sequence (ay: ¢ <
w) is constant with value « and ¢ is a function, we have that also ((;: ¢ < w) is constant with
value, say, (. On the other hand, (¢,: { < w) is constant with value, say ¢, because 7 follows
g. As a consequence, in M= we have that (g,: ¢ < w) € (Q?e)“’ Also, as (Z2)~ is a finitely
additive measure in M®=, and Q?a is in particular ((22)~, I, €)-linked in that model, we have that

hm(““) ({ge: ¢ < w)) make sense.

—

—_
—

—

Notation 4.3.14. Let K € Ky(x). For any sequence = = (Zf;: § < 7w a i € I), we denote

KUZ = (P, Qu, P2, Qu, 0o, Eg: a <, B < 71),
where for any 8 < 7, Zg = (1 4 € I).

Concernlng the finitely additive measures, if g is a guardrail for (7, ¢) and o < v < 7, we identify
X 917 with = ~9

In order to construct iterations in X’y (x, G ), we need to properly extend the parameters of the it-
eration at the successor and limit steps, so that the iteration still belongs to K;(x,G). In general,
this is going to come down to simply getting the sequences of finitely additive measures properly
extended, so that they continue to satisfy the conditions of Definition 4.3.13. In the successor
steps, there is no difficulty, since we will show that we can amalgamate finitely additive measures
throughout the iteration. Moreover, in the limit steps of cofinality > x, we will not have problems,
because in that case the iteration does not add new reals (see Theorem 1.5.55) and then taking the
union of the finitely additive measures works, since the domain is preserved, and by the condition
Definition 4.3.13(4), we have compatibility. However, the limit step is not only the most difficult
step in the construction of Saharon Shelah (see [She00, Lem. 2.13]) and [She00, Lem. 2.14[], but
for reasons we will see later, it is the most delicate point in our generalization. We start with the
successor step:

4.3.2 Extending at successor steps

As a consequence of Theorem 3.4.2, we can amalgamate finitely additive measures in forcing
generic extensions. As mentioned before, this is an essential result to construct iterations with
finitely additive measures, because it will allow us to extend iterations in ;(x,G) at successor
steps (see Theorem 4.3.16). The following lemma extends [She00, Clm. 1.6].

Lemma 4.3.15. Let M C N be transitive models of ZFC, P € M a forcing notion, G a P—generic
over N, X € M and Zy € M, =, € N finite finitely additive measures on P(X)NM and P(X)N
respectively, such that =, extends =y. In M, let = be a P- name of a finitely additive measure on
P(X) N M[G] extending Zo. Then, in N, there is a P-name =7 such that P forces =3 is a finitely
additive measure on P(X) N N[G] extendmg both = and =§.

M—>MG o —— 55
—>N[G = — =
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4.3. Iterating with p-FAM-linked forcing notions

In the diagram on the left, the inclusion relationships between the models are presented. In the
diagram on the right, the extension relation between the finitely additive measures are presented.

Proof. In view of Theorem 3.4.2(2) and Corollary 3.4.3, it is enough to prove that, if b € P(X)NN
and @ € M is a P-name of a subset of X then, in N, P forces @ C b = Zj(a) < Z,(b) (it is already
clear that, in N, P forces Zj(X) = Z,(X) = Z,(X)). Notice that the identify function from PP into
[P is a complete embedding with respect to M, so we can use Lemma 1.5.19 and Lemma 1.5.20.

So assume p € P and p IF} @ C b. Define ag == {x € X : 3¢ < p: ¢ I} « € a}, which is in M.
Then, ag C band p IF) & C aq. Therefore Zg(ag) = Z1(ag) < Z1(b) and p IFY j(a) < j(ag) =
Eo(ao), SO p H_g ES(G) S El(b) D4_3_15

We already have everything necessary to generalize the extension theorem at successor steps:

Theorem 4.3.16. Let K € Ky(k) be of length m = v+ 1 and G a set of guardrails for (7, k).
Assume that K [y U (Z5: g € G [v) € Ki(k, G) and that for any g € G [, I-,“(Z29)~ € MFy 7,
Then, there exists a sequence (Z9.: g € G) such that K U (E%: p<m geqG)ekikG).

Proof. Let (9,1) € G, ¢, = go(7) and gy := g1(7). Since the length of K'is 7 = v + 1, Q7

is a P2 -name of a 0,-FAM-linked forcing notion witnessed by (Q/_: ¢ < 0, r € € (0,1)g),
wher.e each_ QZE is a P -name. By hypothesis, in M7, (E?y )T € MH.DW_ and in particqlar Qwao
is ((29)7, 1, €0)-linked, so by Theorem 4.2.5 there exists a Q,-name (=9)* extending (=)~ such

that, for any § € (Q7 _ )¥,

C’vaO

CoEY- . ‘{KEI]CQ[GG}
“_]P)’7 “llm('q’Y) (<q€>£<w) ”_Q’Y 13 Q’Y d

(:g)*(k) Z 1 _ 50””.
Cv-€0 w |Ik|

v

Moreover, since IP’; C PP, by integral absoluteness (see Theorem 3.5.29) and Theorem 1.5.18, we
have:

L fHtELq e GQW}d

A (Z9)(k) > 1 — ™. (4.3.1)

Y

Wi EDT g
”_]PhY thZ:,so(<CM>£<W) H_Q“/ w

Now, by Lemma 4.3.15 we can amalgamate as in the following diagrams:

MJ —— MJ[G()] (2)” — &)

=9)
=9
g

- v =9
T

That is, in M, [G(7)] = MF»*@ = MPr+1 = M,, there exists a Q,-name =7 of a finitely additive
measure on P (w) M, extending =7 and (Z7)*. As a consequence, we get a sequence of Qv-names,
(Z9: g € G). Now, we must show that K LI (E%: g <m gée€GqG) e Kk, G). Notice that the first
five conditions from Definition 4.3.13 are immediate. Now, we deal with condition (6):

6. Suppose that 7 = {(ds, s, (o, €¢): £ < w} follows g for some guardrail (g, I).
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Chapter 4 A general theory of iterated forcing with finitely additive measures

(a) Assume the sequence (ay: ¢ < w) is constant with value, say, . On the one hand,
if @ < =, then the result follows because K [y € KC;(k,G [ 7y). On the other hand, if
a = 7, then by Corollary 3.5.30, Equation 4.3.1 and Corollary 3.5.30, we get

gy (el Gy b .
”_7 uhm(:;y) <<QZ>Z<w) “_@ 13 |{ k Q’y} Egr(k) Z 1 _ 80””.
Q<7*50 K w |Ik|

(b) Let e > 0. If the sequence (: ¢ < w) is increasing, then it is bounded by -, more-
over for any ¢ < w, ay < . Since by hypothesis, K [y € Ki(k,G [ 7), by Defini-
tion 4.3.13(6)(b), we get:

e, 22 ({k <ws ISR Gl 5 1 — gy(an)i1 - >}) _—

e —_
also, as v <, and P [F*=¢ C =9, we can conclude

bp, “Z9 ({k <w: o€ b ‘(]]g |€ Glon)} > [1— g1(ao)](1 — 5)}) =1"
k

Notice that, in this case, we are not using the new sequence of finitely additive measures,
that is, the iteration had already taken care of this condition.

Finally, K L (E%: p<mgeqG) ek G). UTheorem 4.3.16

Notice that, the notion of being “(=Z, I, &¢)-linked” is not upward absolute, and for this reason it
was necessary to resort to P2 to be able to extend the finitely additive measures.

4.3.3 Extending at limit steps

Now, we deal with the problem of the extension of finitely additive measures at the limit steps.
When analyzing the limit step extension proof for both random forcing and E (see [She00, Lem.
2.14] and [KST19, Lem. 2.39] respectively), we notice that there are two fundamental points:
having available the Lebesgue measure and the Boolean structure, particularly the atoms. These
allow us to find the bounds that we mentioned in the previous discussion to Crucial Lemma 4.1.10,
which allows us to build a probability tree, to reason in a similar way to that of Lemma 4.2.16’s
proof. The problem is that, when considering more general forcing notions, we do not necessarily
have a Boolean structure or some measure, so we need other alternatives. It is here where the
condition on the intersection numbers (see Definition 4.2.8(3)) plays its stellar role: on the one
hand, the measure that we obtain from Theorem 4.1.9 is the one that plays the role of the Lebesgue
measure, and on the other hand, the set Y. from Crucial Lemma 4.1.10 is the one that plays the role
of the set of atoms. In addition, Crucial Lemma 4.1.10 allows us to obtain the appropriate bound
to be able to generalize the proof of the limit step. All this makes sense with the following lemma,
one of the most important of this thesis:

Main Lemma 4.3.17. Let P, = (P,, Qu:a < ) be a finite support iteration with 7 limit. Assume
that,
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4.3. Iterating with p-FAM-linked forcing notions

1. Forany o < T, 2, is a Py-name of a finitely additive measure and I € T,.
2. a< = H‘g“éa - Eﬁ”'

3. Forany oo <, P, cP,, Qa is a P -name and Qﬁl is a P -name of a subset Oan such that
int®(Q,) > 1—¢, with e, € (0,1)q.

4. If (Bo: 0 < w) is incrgasing with sup,.,, B¢ == 8 < 7w and, for any { < w, 7y is a P5 -name
such that -5, € Q7,7 € > 0 and (g}, { < w) is constant with value €, then:

e ({Rw: {0 € L i € G(B)Y . (1—50)(1—5)}> -

1|

Then, there is a Pr-name =, of a finitely additive measure extending | J, _ . =, such that, if (ap: 0 <
,€ > 0and

! »

w) is increasing and, for any { < w, q;is a 7, -name such that \-o,“q0 € QO“Z

(g4, € < w) is constant with value €, then:

Fp. =, ({k<w: e € L fjfd(o‘”}' > (1—50)(1—5)}> —1".

Proof. With the intention of applying Theorem 3.4.4, we define . as the set of pairs (¢, ¢) such
that:

¢=((Be,70): £ <w),

(Be: ¢ < w) is increasing and for any ¢ < w, B, < T,

. . — . ./
forany ¢ <w, 7 is a P, -name in (0, ,

(ep,: ¢ < w) is constant with value some .

€ € (0, 1)@.
For each (¢,¢) € .7, we define:

Age = {k <y M= ’7}2 ’6 GB > (1 —go)(1 —5)}.

Pick a P, -name = for Ua<x Za- Therefore, Zis a P,-name and IFp_ “dom(Z) = Uper Plw)NM,”
Let ¢ C . finite, p € P and @ € MP~ such that p IFp_ “4 € dom(Z) and Z(a) > 0. Our aim will
be to find some g € P, such that ¢ < p and ¢ IFp,_“a N ﬂ( Az # 07, because this will allow
us to apply Theorem 3.4.4 to extend = as required.

Fix i* < w and let (¢',&%) € & for each i < i* with & = (8}, 7}): { < w). Since ¢’ < ¢ implies
Az C Az, without loss of generality we can assume that, for any ¢ < *, ¢’ = ¢ = min{e’: i <
i*}. For every i < i*, define A; = Az ..

C,e)EC

By strengthening p, we can find v < 7 such that:
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* aisalP,-name,
* Whenever (3;: ¢ < w) is bounded in 7, 7 is a upper bound of it,
*pcP,.

Define j* = {i < i*: (§}: { < w) is bounded in 7}, so if i € j*, then ~y is a upper bound of
(By: £ < w) and therefore, by (4), we have that I-,“Z,(A;) = 17, so we just have to deal with the
indices in ¢* \ j*. Define @’ :== a N (),.;. 4;, hence |-, =, (a’) > 0”.

Recall that (g : ¢ < w) is constant, say, with value eb. Since for any i < i*, (1 — &) > 0, there
exists some &’ > 0 such that, for all i € i* \ j*,

1€

g <e(l—g)). (4.3.2)

By the choice of ¢/, we have that (1 — &} — &) (el +¢’) > 0 for any i < i*. As a consequence, since
limy_o | Ix| = 00, there exists some ko < w such that, for any i € i* \ j*, k > ko, £ € Iy, B} > v
and , o )
1 (1—g)—¢) (e 1
1d-a-e)ate) 1 (4.33)
[Ie] [e(1—¢f) —¢)? i*+1

o

Since p € P, p I-,“2,(&") > 0” and E,Y is P. a name of a free finitely additive measure, we have
that p I-,“a’ is infinite”, hence there exists some ¢, € P, with ¢y < p and some k > kg such that
q IF k€ a”.

Itis clear that {8}: i € i*\ j*, £ € I, } is finite, so there exists some m* < w such that the sequence
(Bm: m < m*) is an increasing enumeration of it. Notice that ¢}, = <) whenever i = 3.

Now, similar to the proof of Lemma 4.2.16, we split the rest of this proof in three parts. First, we
build a suitable probability tree and then we find a suitable event with high probability.

Part 1: The tree construction.

We will build a tree 7 of height m* + 1, a function p: 7 — P, such that p(p) := p, for each
p € T, and a probability space in succ, for each p € 7, by induction on the level m < m* as
follows.

In the base step, we define Lo(7) = {()} and p(y == qo.

For the successor step, suppose that we have built the first m levels of 7. In order to define
Loi1(T), let Jp, = {(i,0): i € i*\ j*, L € Iy n B; = By} and let p € L,,,(T). Working in
MPsm  we have that, by (2), int@m (ng) >1 - %m, and by virtue of Crucial Lemma 4.1.10, for

Y, = {0 e’2: 3 € Q4 V(i,!) € Jn[(0(i,0) = 0= q <7 (i, €) =1 = q L]},

there exists some function f,: X, — [0, 1]q such that 3°_ ., f(o) = 1 and, for any (i,{) € Jyn,
we have that:

> {folo):o €Dy n0(i ) =0} > 1—¢) —¢ (4.3.4)
For each 0 € X, choose a witness ¢, € Qg,, for “o € ¥£,”.
So working the ground model again, there is some ¢, < p, deciding ¥, = ¥,and f, = f,. We

then define succ, = {p™(0): 0 € ¥,} and p,~ (o) = ¢, U{(Bm, d»)}, Where ¢, is a P; -name for
qo (decided by q,).
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Finally, to define the probability space, notice that (succ,, P(succ,), Pr,) is a probability space,
where for ) = p~ (o), we define Pr,(n) := f,(o).

By the construction, it is clear that if n = p~ (o), then p, IF5, ., “7 € G(Bn) & o(i,£) = 0” for
any (i,0) € Jp,.

For notation, for any (i, () € (i* \ j*) X I, define m; 4 as the unique m < m* such that 5} = S,,,.
Part 2: Comparing with a random variable with binomial distribution.

For any 7 < * consider 7" := 1+2, that is, the complete binary tree of height |I;,| + 1. Without loss
of generality, for ease of notation, suppose that the levels of 7 are indexed by I, that is, the root is
at min(7;) and max(7") is at max(I;) + 1 = min(/;, ). The key to be able to conclude the proof
is to define a probability space structure on 7 and manage to properly transfer information from
T into 7. For this, we are going to define a function ®: 7 — 7 such that, forany p € T,

(p) = (plmi)(i.0)): £ € I ey < hiz(p)),

that is, ®*(p)(¢) = p(mi,)(i, ) whenever ¢ € I), and m; , < ht7(p). Notice that,

1. ®*(p) has domain {¢ € I;: £ < ()}, where (!, = min({{ € I: m;y > htr(p)} U {n*}}
and n* = max(I;) 4+ 1. As a consequence ®'[L,,,, ()] € Lo(T") for any ¢ € I; and also

2. If p C nin T, then ®(p) C (7).

3. If n € T and m;, < htr(p), then ®*(p [ m; ) = P*(p) | L.

For any i € 7*\ j* and ¢ € Iy, define the random variable X; on L, ,+1(7) such that, for any
URS £mi,[+1 (7-)7 4
XE(U) =1- n(mi,f)(i7€) S {07 1}'

Now, let us deal with the probability space structure on 7. First, we are going to define a proba-
bility space on its levels: for any £ € I, U {n*} and s € L,(T"), define

Pri(s) = Pre (V¢ € I, N L (1 — X = s({))].
Notice that,

o Pri(s)= Y Prp .V eLnt(l-X| =sl))

S€L(TY) s€L(T?)
= Z Prﬁm*<fr) [(I)Z (p> &= S]
SEE@(Ti)
=Prg, .., [Bs € Lo(TH(®(p) [ £ = 5)]
pu— 17

where the last equality is given by virtue of (1). Thus, by Lemma 2.1.2, we have that LT isa
probability space with probability function Prj.
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Contrary to what we did in Theorem 2.3.2, in this case we have that the levels of 7¢ induces a
probability space on succ,: forany ¢ € I}, and s € L,(T"), we set:

( Pro ()
W7 if Prﬁg(Ti)(S) 7é 0,
PI‘;(SA <d>) = Pi, if Prﬁz(ﬁ)(s) =0nrd= O,
L 1 — Pi, if PIL[(Ti)(S) =0nrd=1.

It is not difficult to verify that, indeed, (succ,(7"), P(succ,(7?)), Pr’) is a probability space. In
fact, the probability on the levels of 7 matches with the definition in terms of the probability of
successors as in Equation 2.3.1: for ¢ € [, U {n*}

PrﬁZ(T’L H PI‘S g/ 1))

elint

Now we must verify the hypotheses of Theorem 2.3.10: let £ € [}, and s € L,(T"). To make it
easier to read, we are going to divide the equations into two parts:

Prjy(s7(0) = Prg,,.r [2(p) [ (£ +1) = 57(0)
= Prz,. ) [P(p) £ = 5 1 D(p)

- Pr‘m*m [@(p Imig) = 5 1 D (p)(£) = 0]

= mﬁﬂﬂ@(7m@23A@@x@:m

= > {Pres, () P Imie) =5 2 B(p)(O) =01 p € L a(T)

where the third equality is given by virtue of (3), and the equalities prior to the sum are given
by the definition of ®* and because the probability only depends on p [ m;, + 1. Now, using that
Pre, . (s)(p(x)) = Przys)(p) - Pry(p™(z)) holds in any probability tree S, and making a change
of p = n~ o and denoting t := s (0), we get:

Pry (t) =) {Pl"z:m. ) (p): @ (plmig) =s A @ (p)(() =0nrpe ‘Cmi,é"rl(T)}
= > {Pren,,cn ) Pry(n™ (0): @) = 5, 0(3,0) = 0, € L, (T) 0 € T, |

= > | D2 Pre, ) Pry(n (o))

N€Lm; ,(T) oeXy,
Pi(n)=s o(i,£)=0

= Z Z Prﬁml’r) < fa(o)

NELm, , (T) oET,
®i(n)=s o(i,£)=0

Now, by Equation 4.3.4, defining p; := 1 — ¢}, — &/, we have that:
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>, Y P, - fa0) [ = Y|P, D fy0)

n€Lm,; ,(T) S¥ n€Lm; ,(T) gELy
@i(njzs o(i,)=0 ‘I’i(nj:S o(1:60=0)
> > P o) | -p
UGEmM (T)
®*(n)=s
= Prﬁm,e(ﬂ [®*(n) = s] - pi
= Pri(s) - pi,

As a consequence, for any £ € I}, and s € L,(T"), we have that
Pry,;(s7{0)) = pi - Pry(s). (4.3.5)

If Pri(s) = 0, then by definition, p; = Pri(s7(0)), and, on the other hand, if Pr’(s) # 0, we have
that, by Equation 4.3.5, p; < Pr(s7(0)).
For each i € i* \ j* define Y; on £,,-(T") such that, for any s € L,-(T"),

Yils) = [{L € Iy: 5(0) = 0}].

Notice that since by Equation 4.3.5 we are under the hypothesis of Theorem 2.3.10, we have that:
Vz € R(Prg . (r)[Y; < 2] < Prq . [Bps p, < 2]). (4.3.6)

Finally, using ®* again, since for p € L,,,«(T), Yi(®*(p)) = > ,c; X;(p) we can conclude that, for

any 7 € i* \ j* and any z € IR,

Pre,.cm) [Z X, < Z] =Prg . rY: < 2. 4.3.7)

Lely,

Part 3: Find a suitable p € L,,,-(7) with high probability.
Forany i € i* \ j*, 2; == |I;](1 — &})(1 — ) consider the following event in £, (T):

E;={p € Lo-(T): {l € It: plmi)(i, 0) = 0} > =}

and define F; := EY, hence it is clear that, for any ¢ € i* \ j*,

Pry, .n(F) = Pre, . [Z Xj < z] (4.3.8)

LeTy
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Chapter 4 A general theory of iterated forcing with finitely additive measures

Therefore, using Equation 4.3.8, Equation 4.3.7, Equation 4.3.6, Equation 4.3.3 and Chebyshev’s
inequality for k* := | I}, we get:

Pl”[;m* (T)(F PIE

n > X< z]

=
< Pre .Y < 2
< Prg,. B+, p, < 2]
= Pro,. [E[Bi- ] — 20 < E[Bp ] — Bie ]
< Pro,. [|Bi,p; — E[Bre ]| = E[Bgs p,] — 2]
Var[Bg+ .
~ (EBrep,] — 2)?
_ Mkl (L —ep =€) (g5 + &)
Pl —ep) — €
1 (1—eh—¢€)(eh+€)
Skl e(l—ep) —eP
< ! .
™+ 1

As a consequence, in L,,« (T ) we have

| U n)s S pins 3 <N =y <

i€i*\j* i€i*\j* i€i*\j*

hence,
Pr{ (] & | >0,
1€1*\j*
and, by Lemma 2.1.1(1) N
(i,0) € (i*\ j*) x I,

E; # ), hence there exists some 1 € ) E;. Since, for any

i+ \j* i€\ j*

ry kg, <t € G(Bs,.,) € nlmig)(i,0) =0,

itis clear that 7, IF3 . “k € ﬂzEz o . A, hence NN L R N ) P As. Finally, as we mentioned
at the beginning of this proof, the result follows by Theorem 3.4.4. UMainLemma 4.3.17

As a consequence, we can extend iterations in /i (x, G) at limit steps, that is, we can generalize the
extension theorem at limit steps:

Theorem 4.3.18. Let K € Ko(r) be of length 7 limit and G a set of guardrails for (r, k). Given
a sequence (Z9: o < 7, g € G) such that, forany o < 7, K|« U (E%: B<a,geqGla)isin

«

K1(k,G | @), then there exists a sequence (Z9.: g € G) such that

KU (=9 a<m geg)ekKi(kg).
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4.3. Iterating with p-FAM-linked forcing notions

Proof. Fix (g,1) € G and, for any a < 7, define (, = go(a) and g;(a) := &,. We start verifying
the conditions of Main Lemma 4.3.17:

1. Let @« < 7. Since K[ a LU (E%: B<a geGla)e Ki(kGla) it follows that =, is a
P,-name of a free finitely additive measure by Definition 4.3.13(3).

2. If o« < 8 < m, then, by Definition 4.3.13(4), we have that [-3“E E% considering that
KIBU(ZS: v < B,9€G1B) € Ki(r,G15).

3. For any o < 7, define Q’a = ;‘(a) = Q?a,ea' By Definition 4.3.1(2), we have that Qﬁl is a
P -name of a (29, I, £, )-linked subset of Q, such that int Qe Q) = intQe (Qeocn) > 1—¢4.
4. Assume that (5,: ¢ < w) is increasing with sup,_, 3, = f < w, forany { < w, 7, is

a P; -name such that I-g,“r, € Q,’gz” and (eg: ¢ < w) is constant with value ;. Define
10 = {((7¢, Be, Cs,, €8,): { < w). Notice that:

* Given ¢ < w, on the one hand, Ig,“7, € Q’ ”, and on the other hand, I-g,* '/Be =
QCME , therefore I-5,“7, € Qgﬂ o -

 If £ < w, then g(B¢) = (g90(Be), 91(Be)) = (Cg,, €0)-

That is, 7y follows ¢ and therefore, since § < 7, K[ 3 U ( =9: v <, g € G|[S) belongs to
K1(k,G | ), hence we have that, for any ¢ > 0,

bo, w0 (L < HEE D e € GBDY >(1—e)1-e)b ) =1
B B |Ik|

So indeed, we are under the hypothesis of Main Lemma 4.3.17, by virtue of which, there exists
some P -name = ~9 of a finitely additive measure extending J,_, = ~9 such that, if (ay: ¢ < w) is
increasing, for any ¢ < w, IF,,“qr € Q’ " (where ¢ is a P -name) and e > 0, then:

Fp “ 29 ({k < REEL ’q; ‘E Glal] (1—eo)(1— g)}> — 17, (4.3.9)
k

Thereby, we get a collection of PP,.-names of free finitely additive measures, <E§Jr : g € G) satisfying
the condition from Equation 4.3.9.

Now, we must show that KU(Z9: o < 7, g € G) € Ky(k,G). It is clear that the first five
conditions from Definition 4.3.13 are immediate, so we deal with condition (6):

6. Assume that 7 = {(qs, ay, s, &¢): £ < w} follows g for some guardrail (g, I) € G. Then,

(a) If the sequence (ay: ¢ < w) is constant with value «, then its value must be less than
m, and therefore, the result is trivial, because K [ o LI <E%: f < a g€ Gla) €
Ki(k,G ).
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Chapter 4 A general theory of iterated forcing with finitely additive measures

(b) If the sequence (ay: ¢ < w) is increasing, since the sequence (c,,: { < w) is also
constant with value say ¢,, we have that, by Equation 4.3.9, for all € > 0,

IFp, «E9 ({kz <o HETE |q; |€ Glan}] > (1—g0)(1 — 5)}) -1
k

Finally, KU (Z9: a <, g € G) € K1(k, G). Uheorem 4.3.18

4.3.4 Uniform A-systems

Suppose that K€ Ky(k) and p = (p;: ¢ € I) C P2, where [ is an index set. Leti € [ and
§ € dom(p;). So since p; € P2, there are ( < 6 and ¢ € (0,1)q such that IF:“p;(§) € Qg,s”-
If for £ we could define a countable suitable I C I such that for all j € I¢, £ € dom(p;) and
IFe “p; (&) € Qée”, where ¢ and € does no depend on j € I, then we could use the limit that,
by Definition 4.2.2, we have defined in Qf:a to try to define a limit limg (p) on K. Notice that, to
control the coordinates (, e we can use a half guardrail g for (7, k). By doing a complete analysis

of the conditions that are required to formalize this idea, we get the notion of g-uniform A-system:

Definition 4.3.19. Let K € Ky(k), ¢ be a half guardrail for (7, k) and (L, <) a well-ordered set.
We say that p = (p;: | € L) C P, is a g-uniform-A-system with parameters (A, a, n*, r*, %),
when:

1. Foranyl € L, p; € IP}.
2. {dom(p;): Il € L} forms a A-system with root A.

3. n* < w, forany [ € L, dom(p;) = {an;: n < n*} and the order is increasing, that is,
n<m<nt = ap; < Q.

4. r* Cn*and foranyl € Landn < n*,n € " & «a,; € A. So whenever n € r*, the
sequence (o, ;: | < w) is a constant with value, say, o).

5. For any n € n* \ r*, the sequence (a,,;: [ € L) is increasing, that is, if /,j € L and [ <, 7,
then o, < vy 5.

29

6. Forany | € Landany n < n*, Ik, “pi(an) € Q;‘&lnl) )

7. €*:n* — (0,1)q is a function such that, for all n < n*, the sequence (g1 (an,): I € L) is
constant with value €*(n).

Intuitively, we can think of g-uniform A-systems as matrix. Indeed, without loss of generality,
suppose that w C L and consider the matrix M of dimension n* x |L|, where the [-th row of M
consists of the domain elements of p;, arranged as follows:
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4.3. Iterating with p-FAM-linked forcing notions

Qoo (10 G20 - Apx—10
Qo1 G131 Q21 -+ Apx—11
Qo2 (1o Qg2 -+ Apx—_12
Qop Q1) Qo1 -+ Apx—1]

Condition (3) implies that each row is increasing to the right and condition (7) entails that, for all
the elements of the same column, there is the same value of g;, which can also be characterized
with €*.

Now, by the condition (4), there must exist some columns associated with the root of the A-system,
which are constant, for example:

- . -

Qp Q1o Qg -+ Apx—_10
* *

Qp Q11 Qg s Apx—11
* *

Qp Q2 Oy -+ Apx—12
X *

Qp Qg Qg Qe

In this case, the red columns® are those that correspond to values in r*, which in this example is
r* = {0, 2}. There the columns are constants. The black columns correspond to values in n* \ r*.
There, the columns are increasing, by virtue of condition (5).

In general, from a sequence of conditions of regular size ¢, we will be able to obtain g-uniform
A-systems. In this case, regularity, as in the proof of the A-system (see Theorem 1.5.32), plays a
fundamental role in order to make the necessary reductions to the conditions:

Theorem 4.3.20. Let 6 > «k be a regular cardinal and K € Ko(r). If {pe: £ < 0} C P2, then
there are some E € [0)° and a half guardrail g for (7, k), such that {p¢: £ € E} forms a g-uniform
A-system.

Proof. Since 0 is regular, {dom(pg): § < 0} is a family of finite sets and (J,_, dom(p) € Ord,
we can apply Theorem 1.5.32to get G € [0]°, A, n* < w and r* C n*, such that:

(a) {dom(p¢): £ € G} forms a A-system with root A.
(b) Forany ¢ € G, dom(pg) = {an, ¢: n < n*} is arranged in increasing order.
(c) o ¢ € Aif, and only if, n € r* for any € G.

(d) Foranyn € n* \r*and &, € G,if £ < (then o, ¢ < .

9That is, the first and third columns.
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Chapter 4 A general theory of iterated forcing with finitely additive measures

By (c), we have that, for any n € r*, the sequence (o, ¢: £ € G) is constant with value, say, a;.

Since for every § € G, pe € P¢, for any n < n* we can find ¢,¢ € (0,1)q and (¢ < 0, such
that

Fa,.c“Pelame) € Q. 7 (4.3.10)

n,€:8n,¢

For any ¢ = (g,,: n < n*) € (0, 1)357 define G: == {{ € G: Vn < n*(e ¢ = &,)}. Itis clear
that {G:: € € (0, 1)%} is a countable family of pairwise disjoint sets, whose union is G. So,
since |G| = 6 is regular, there exists £* € (0, 1)% such that |G| = 6. Define F' := Gz and
e*:n* = (0,1)q such that £*(n) := e for each n < n*. As a consequence, we have,

Vn < n*VE € Fene = *(n)) (4.3.11)

Forany ¢ = ((,: n € r*) € T[], Oz define Fy := {{ € F: Vn € r*((,¢ = (o)}, hence we have
that {F¢: ¢ € [],c,« Oz } is a family of pairwise disjoint sets whose union is I and |Fg.| = 6.
Since |F| = 0 is regular, |[], ., 0a:| < x and 6 > &, there is some ¢* such that, whenever
n €, Cue = (,. Define £ := I, hence

Vn € r*VE € B(Cue = C) (4.3.12)

To finish the construction, we define the half guardrail for (7, ), g: ™ = [J, . [0a % (0, 1)g] such
that, for any o < 7,

(Cngs€ne) if In<n*3E € E(a = ang),

g9(a) =
(2022,%) if a ¢ Ugep dom(pe).

Let m,n < n* and £,( € E be such that o, ¢ = ;. On the one hand, if n ¢ r* and m ¢ r*,
then n = m and € = (, hence (,, ¢ = (¢ and €, ¢ = €, ¢, thatis, g(ay¢) = g(ay,c). On the other
hand, if either n € r* or m € r*, then o, ¢, ap e € A. Since §,( € E, by Equation 4.3.11 and
Equation 4.3.12, we have that ¢, ¢ = (¢ = (¢ and €, ¢ = €}, = y,¢, that is, g(a,¢) = g(anc).
Notice that the others cases are immediate, so we can conclude that g is well-defined.

Finally, we show that (p¢: £ € E) is a g-uniform A-system with parameters (A, n*, &, r*, ")
verifying the conditions from Definition 4.3.19:

1. Since E C 6, we have that {p;: { € E} C Ps.

2. {dom(pe): € € E} is a A-system with root A because {dom(p¢): £ € G}isand E C G.
3. Itis clear because £ C G.

4. Direct consequence of (c), above.

5. Direct consequence of (d), above.

6. Let { € F and n < n*, hence g(an¢) = (Cue,€ne) and by Equation 4.3.10, we have that

2

Fae Pelang) € Q5 )
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4.3. Iterating with p-FAM-linked forcing notions

7. Letn < n*. By definition of g and Equation 4.3.11, we have that
(g1(ang): E € E)=(epe: E€ E)y=(e: £ € E),
that is, (g1(oun¢): £ € E) is constant with value £*(n).

Finally, {p¢: £ € E} is a g-uniform A-system. UTheorem 4.3.20

As far as half guardrails are concerned, uniformity only depends on the restriction of the half
guardrail to the parameter &, which is countable. So, it is always possible to reduce uniform A-
systems in K(x,G), where G is a complete set of guardrails, to countable uniform A-systems.
Formally,

Theorem 4.3.21. Assume that otp((L,<p)) = w, let K € K1(k,G) where G is a complete set of
guardrails and (p;: | € L) a f-uniform A-system with parameters (A, d,n*,r* *), for some half
guardrail f for (7, k). Then there exists a half guardrail g € Gy such thatp = (p;: | € L) is a
g-uniform A-system with the same parameters.

Proof. Let X = {a,,;: | € L}. Since otp(L) = w, in particular we have that X is countable.
Define o = f [ X. So, it is a countable partial function in [[_ [0 x (0,1)g]. By virtue of the
completeness of G, there exists some g € G, such that o C g. In order to prove that p is a g-uniform
A-system, notice that the first five conditions from Definition 4.3.19 are clear, and conditions (6),
(7) follow since, by definition of X and o, for any [ € L, n < n*, g(an;) = o(an) = flony).

|:ITheorem 4.3.21

Notice that this result is a good motivation for the definition of a complete set of guardrails (see
Definition 4.3.7).

Now, we will show that our definition of g-uniform A-system is a good definition, in the sense that
it allows us to define the desired limit that we mentioned at the beginning of this subsection (as
long as the g-uniform A-system is countable):

Definition 4.3.22. Let K € K,(x,G), (¢9,I) € Gand p = (p;: { < w) C P, be a g-uniform
A-system with parameters (A, n*, @, r*, ¢*). We define the function lim{ (p), such that:

1. dom(lim{(p)) = A,

g () .
2. Forany n € r*, lim%(p)(af) == lm . """ ((pi(a}): ¢ < w)).

n

When the context is clear, we write simply lim?(p) to refer to lim¥(p).

We must verify that lim?(p) is well-defined:

Lemma 4.3.23. Let K € K1(k,G), (9,1) € Gand p = (p;: { < w) be a g-uniform A-system with
parameters (A, a, n*, r*, £*). Then, lim?(p) € P,.
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Chapter 4 A general theory of iterated forcing with finitely additive measures

Proof. By Definition 4.3.19(4), for any n € r*, the sequence (o, ,: { < w) is constant with value
a’. Since p is a g-uniform A-system, we have that, for any ¢/ < w and n < n*, py(a,.) is a

P, -name. Also, since IFo. “pe(as,) € Q;‘(Za*)”, and P, C Py, we have that (p,(ay,): { < w)isa
sequence of conditions of Q;?a*) in M"e# and therefore, since it is (%)™, I, &*)-linked, it follows

that, in M o4,

: CEL) )
l, = tha; ((pe(ay): £ <w)) € Qqs
g(eq)
is defined. Without loss of generality, by virtue of Lemma 1.5.36(2), we can assume that, for
any n € 1%, I, € (Quz)p- _, because Il—ﬂr n € Qu:”. So, dom(lim?(p)) € [7]<“ and for any

l

¢ € dom(lim?(p)), we have that lim?(5)(€) € (Q). Thus, by Lemma 1.5.50 lim?(p) € P,
|:|Lemma 4.3.23
In the following theorem, we present some properties of the limit that we have just defined. Some

of them appear implicitly in the proof of [She00, Lem. 3.4]. Property (4) is particularly interesting,
since, similar to Theorem 4.2.5, lim?(p) forces “many” conditions to fall into the generic filter.

Theorem 4.3.24. Let K € K,(k,G), (9,1) € Gand p = {p;: { < W), a g-uniform A-system with
parameters (A, &, n*, r*, £*). Then, lim?(p) satisfies the following properties:

) €Glap)} d= g(k) > 1—6*(71,)”,

I

1. ifn € r*, then lim?(p) IFp_ ¢ f [{eely: m(|

2. ifnen*\r*ande > 0, then:

(Cl) “_IP’ « :g ({k < W ‘{éelk Pe(anZ)GG(anZ)}‘ > [1 _ E*(TL)](]_ —8)}) — 1»7

k|

(5) T (p) g, * [, M2 SO 42 (k) > 1~ ()

3. 1im?(p) ke, “ [ W dZ9(k) > 1=, _ . (n)”,

4. If0<e<1—=> _.c%(n), thenlim?(p) IFp, “29(A.) > 07, where

A= {k’ <w: AGS [k‘zjlf € GH > 5}.
k

As a consequence, im?(p) IFp_* ‘A, is infinite”.
Proof. Forany ¢ < w, and n < n*, define (, ¢ = go(®n¢), €ns = g1(n ). Also consider
7= ((Peane), ne, Co, €0): £ < w).
To simplify the notation, let ¢ := lim?(p). Then,
1. Let n € r*. Notice that,
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4.3. Iterating with p-FAM-linked forcing notions

e if { < w, then by Definition 4.3.19(6), IF,,, e“pg(an 1) € Qj(" O’f; Z)” and by the definition
of ¢, and &/, we get that Ik, ,“pe(o, g) c QC ep s
* the sequence («a,: ¢ < w) is constant with value o, by Definition 4.3.19(7),

* the sequence (g;: ¢ < w) is equals to (g;(ane): ¢ < w) by the definition of ¢, and
(g1(ane): ¢ < w) is constant with value £*(n) by Definition 4.3.19(7),

* by definition of (; and ¢,, we have that g(c, ¢) = ({, €¢) for any ¢ < w.

As a consequence, 7 follows g and therefore, as (a,,,: ¢ < w) is constant, we have by
Definition 4.3.13(6)(a), that:

6e] s Ei* e E I p e G ';‘ *k 1\ 9999
P, “lim, 25 (pe(a},) g, /|{ X Z(‘[k’) (o )}|d:§;+1(’f) > 1 - gi(ay)™.

Finally, since ¢ [ o IFq: “q(a;) € G(a)”, and by Corollary 3.5.30, we can conclude that:

ra +1”_ “/|{€€]l€ pﬁ( )EG(&:)H fg* (k)21—5*(n)”.

|]k| —af+1

2. Letn € n* \ r* and ¢ > 0. Notice that, in a similar way to (1), 7 follows g, but with
(et € < w) increasing, by Definition 4.3.19(5).

(a) Since 7 follows g and (o, ¢: ¢ < w) is increasing, by Definition 4.3.13(6)(b), we get:

||_ “« :9 ({k. < w |{€ € ]k pﬁ(T}LT) € G(QHZ)H > [1 o 5*(n)](1 . 8)}) — 17

(b) Let G C P, be a generic filter over M such that ¢ € G. Working in M[G], define
Un: w — IR such that, for any £ < w,

H{l € Ii: pe(ane) € G(ang)}]

vn(k) = 7

and consider P.,, = {k < w: v,(k) > [1 —e*(n)](1 — ¢)}. By the previous item,
=9(P.,,) = 1 and therefore, =% (w \ P.,) = 0. Now, by basic integral properties, for
any n < n*, we have that:

/vndEﬂ:/ Up dE g—i—/ v, dZ9 (k)
w W\Pgn g,n

Und =9

>

[1 —e'(n)](1—¢e)d=2

— - )1 - ) E(P.)
[1—e"(n)](1—e).
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Chapter 4 A general theory of iterated forcing with finitely additive measures

Since ¢ is arbitrary, we can conclude

H{l € Ii: pi(ane) € G(ang)}]
| 1|

d=(k)% >1—¢;.

Thus, in the ground model,

k

3. Let G C P, be a generic filter over M such that ¢ € G. Working in M[G], define the functions

126

0, 0n,V: w — IR for any n < n* such that, for £ < w,

{¢ € Iy: pe ¢ G}
| 1| ’

{4 € Ii: peane) ¢ Glans)}]
7| '

Notice that for any & < w, o(k) + v(k) = 1 and therefore, v(k) = 1 — o(k).

{¢ € I: po € G}|

and
1]

o(k) = v(k) =

on(k) =

Now, by Lemma 1.5.51, if p € P, then p € G < Va € dom(p) (p(a) € G(«)), so we can
relate o in with p,, as follows:

{0 € I;.: In < n*(pe(ans) ¢ Glane))}

o(k) = A
1€ € I.: pe(ane) ¢ G(ane)}]
= n; | 2|
= Z Qn(k>

Also, by items (1) and (2)(b), it is clear that fw 0nd=9 < ¢*(n) for any n < n* and therefore,
by basic integral properties,

/gdug <> (/ gndzg;) <) e(n),

n<n* n<n*

which implies that

/vdzg:/(1—g)dzg:1—/gdzgz1—Zg*(n).

n<n*

Finally, in the ground model,

{0 ki pe € el
[ —d=,(k) > 1— e*(n)”.
N T CESEDIE

n<n*
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4. Let G C P, be a generic filter over M such that ¢ € G. Working in M[G], consider v: w — IR
as in the previous item. Let 0 < e <1 -3 _ .e*(n). Thereby, A. = {k < w: v(k) > €}.
By (3) and integral properties, we have:

e<l—> £(n)

n<n*

g/udfg
:/ vd:fr—l—/ vdZ=Y
Ae
§/ 5*d”7’;+/ vd=Y
w\Ae e

=ecZ(w\ A) —I—/ vdZ=d

=e—c"ZI(A) +/ vdZEY,
Ae

EZ9(AL) < / vdZ2.
Ae

So, if Z(A.) = 0, then by Lemma 3.5.21, ¢ Z2(A.) < [, 0d =g = 0, which is not possible.
Thus, Z9(A.) > 0. Finally, in the ground model, g IFp_ “:«fr(Ae) > 0”, and since ZY is a

name of a free finitely additive measure, it is clear that ¢ I-,“A. is infinite”  Urpeorem 4.3.24

whence it follows that,

As a consequence, we have that, if G is a complete set of guardrails for (7, k), then any iteration in
K1(k, G) is k-Fr-Knaster:

Theorem 4.3.25. Let K € Ky(k,G). If G is a complete set of guardrails for (r,k) and 0 > K is
regular, then the final step P is 0-Fr-Knaster.

Proof. Let {p¢: £ <0} CPr, &:w— (0,1)suchthat ) _ &(n) < 1andfix € > 0 such that:

e<1-> &(n). (4.3.13)

n<w

By Lemma 4.3.5, for any § < &, there exists some g¢ € D such that g¢ < pe¢. Also, since ¢: € Dy,
there exists ny < w and (¢, for all n < ng, such that

2

Ge T e 1P e “de(me) € QU 7

where dom(qe) = {yne: n < ni} is arranged in decreasing order. To get a uniform A-system,
we must reorganize the domains: for any £ < k and n < nz, let ap, ¢ == Vng—n—1, hence we have

that dom(qe) = {an¢: n < ng} is arranged in increasing order because, if n < j < nj, then
nz —j—1< nz —n — 1 and therefore o, ¢ < Tng-—n-1 < Tnz—j-1 = Qjg.
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Chapter 4 A general theory of iterated forcing with finitely additive measures

Using those parameters and the regularity of 6, we can proceed as in the proof of Theorem 4.3.20 to
get f, a half guardrail for (7, %), and E € (0]’ such that {q¢: £ € E} forms a f-uniform A-system
with parameters (A, n*, @, r*,¢*), where for any £ € E, n; = n* and

Vn < n*(e"(n) = &(n* —n —1)). (4.3.14)

Now, we show that {ps: { € E} is Fr-linked in IP;. For this, let p == (pg,: ¢ < w) with each
& € E and consider (f;: ¢ < w) C {&: ¢ < w} with order type w. Define g := (gg,: { < w). Itis
clear that it is a countable f-uniform A-system with parameters (A, n*, &, r*, *) an therefore, by
virtue of the completeness of G, by Theorem 4.3.21, we can find g € G, such that g is an g-uniform
A-system with the same parameters. Let I € T, hence (g,1) € G.

For any k < w, let o(k) = [Eh a5, €1 g A, = {k < w: o(k) > €}. By Equation 4.3.13 and

[k
Equation 4.3.14, we have that: *

O<£<1—Z§(n)§1—Zé(n*—n—l):l—Ze*(n).

n<w n<n* n<n*

Also, since (g, I) € G, by Theorem 4.3.24(4), we get that lim?(q) I, A, is infinite”. Finally, since
forany ¢ < w, g, < pe, and (pg,: £ < w) C {pg,: { < w}, it follows that

lim(q) I “32,(pe, € G)™

As a consequence, {p¢: £ € E'} is Fr-linked. O T heorem 4.3.25
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CHAPTER 5

Applications: cov(/N') may have countable cofinality

To sort out possible theorems — after throwing away all
relations which do not hold, you no longer have a heap of
questions which clearly are all independent, the trash is
thrown away and in what remains you find some grains of
gold.

Saharon Shelah!

In this chapter, we are going to study some applications of the theory that we built in the previous
chapter. In particular, based on [She00], we define an iteration in XC; that will allow us to prove the
consistency of cov(N') with countable cofinality, and obtain some separations of Cichori’s diagram
with cov(N) singular. To contextualize the problem, we are going to start by making a brief
summary of the cofinalities of the cardinals in Cichoni’s diagram.

5.1 Context: cofinalities in Cichon’s diagram

Cofinalities of the cardinal invariants in Cichon’s diagram, and of cardinal invariants in general,
were extensively studied in the late 1980s, mainly by Tomek Bartoszyriski, Jorg Brendle, David
Framlin, Haim Judah, Arnold W. Miller and Saharon Shelah (see, for instance, [Bre91], [BIS89]
and [Mil82]). Some results about these cofinalities are not difficult, for example, it is well known
that b is uncountable regular. Furthermore, it is known that cf(d) > b. So, ? has uncountable
cofinality. On the other hand, in general, for any ideal Z containing the singletons, we have that
add(Z) is regular and, since add(N') and add(M) > Xy, they have uncountable cofinality. Finally,
by Konig’s theorem (see [Kun12, Thm. 1.13.13]), cf(¢) > X,. In conclusion, basically from the
definitions, it follows that b, 9, add(M), add(N'), X; and ¢ have uncountable cofinality.

'In response to the question: “What good does it do you to know all those independence results?” by L. Harrington
(see [She93])).
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Chapter 5 Applications: cov(N') may have countable cofinality

For non(M), non(N'), cof (M) and cof (N') we need a little more work:

Lemma 5.1.1. Let X be a non-empty set and L an ideal on X containing all its singletons. Then
add(Z) < cf(non(2)).

Proof. LetY C X suchthatY ¢ Zand Y = (J,_cf(non(z)) Yo, Where for any o < cf(non(Z)),
we have that |Y,| < non(Z). Therefore, Y,, € Z. As a consequence, if cf(non(Z)) < add(Z), then
Y € Z, which is a contradiction. Thus, add(Z) < cf(non(Z)). Olemma 5.1.1

As a consequence, using that add(N) and add(M) are uncountable, we get:

Corollary 5.1.2. non(M) and non(N') have uncountable cofinality.

In a similar way for cof(Z):

Lemma 5.1.3. Let X be a non-empty set and L an ideal on X containing all its singletons. Then
add(Z) < cf(cof(2)).

Proof. Let F C Z suchthat F = J,_, Fa, where F, C I, | F,| < cof(Z) and x < add(Z). Since
| Fol < cof(Z), it is not cofinal in Z, hence we can find X,, € Z such that X, ¢ F for all F' € F,
SoUyer Xo € Zand, forany F € F, |, Xo € F. Thus add(Z) < cf(cof(Z)).  Dremma5.1.3

a<k

Corollary 5.1.4. cof(M) and cof (N') have uncountable cofinality.

However, proving that cov(M) has uncountable cofinality requires much more work. This result is
due to Tomek Bartoszyriski and Jaim Judah, who in 1988 ([BJ95, Thm. 5.1.3]) proved the following
theorem:

Theorem 5.1.5. cf(cov(M)) > add(N).

So in 1989, it was already known that all the cardinals in Cichdn’s diagram, with the exception of
cov(N), have uncountable cofinality. So, expecting cov(N') to also have countable cofinality was
only natural. Tomek Bartoszyriski himself made some attempts to find a proof, for instance:

Theorem 5.1.6. If cov(N) < b, then cf(cov(N)) > N,.

Although cf(cov(N)) > R, was naturally expected, the problem was left open:
Main Problem 5.1.7. May cov (/') have countable cofinality?

Historical Remark 5.1.8. Everything seems to indicate that the first person who raised the problem
of the cofinality of cov(N') was David Fremlin before the year 1979. Although we were unable
to find an exact reference since the references pointed to a seminar at the Pierre and Marie Curie
university in Paris in 1984, we were able to find two references that support it: on the one hand,
in [Bar88, pg. 9], Tomek Bartoszynski refers to Theorem 2.2, which corresponds to our Theo-
rem 5.1.6, as:

“a partial solution to a question of David Fremlin about the cofinality of cov(N)”.
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5.2. Coding null sets

Even more conclusively, at the end of [Mil81]%, there appears a section of open problems, where
the problem (4), attributed to David Fremlin, states, using our current notation, the following:

“Show that the least r (cov(N')) such that “2 can be covered by r many measure zero sets
cannot have countable cofinality”.

So David Fremlin not only raised the question but thought that cov(A/) could not have countable
cofinality.

If contrary to Fremlin’s predictions, one wants to try to prove the consistency of cov(N') with count-
able cofinality, it may be natural to try to attack the problem using partial random forcing because
this allows us to increment cov(N') using book-keeping arguments (see Section 5.5). However,
Saharon Shelah, Haim Judah (see [SJ93]), and Janusz Pawlikowski (see [Paw92]) built some ex-
amples of partial random forcing that added dominant reals, which is not good because to force
cf(cov(N')) = Vg, by Theorem 5.1.6, we must not increment b too much. One possible solution to
this was to try to find ways to iterate with partial random forcing without adding new dominating
reals. For example, Jorg Brendle and Haim Judah at [BJ93] did some studies on this. They thought
that considering finite combinations of random forcing it would permit to construct an iteration
to force cov(N') with countable cofinality. Finally, it was Saharon Shelah, in the year 2000, who
finally solved the problem, proving the consistency of cf (cov(N)) = Ry using a method, very well
known to us by now, of iterated forcing using finitely additive measures. According to Historical
Remark 5.1.8, Main Problem 5.1.7 was open for almost 20 years.

One question remains: what is the relationship between iterations using finitely additive measures
and not increasing b? A possible answer is that, according to Theorem 4.3.25, if K € Ky(k,G)
for some cardinal x and some complete set of guardrails G, then P, = (P,, Qu: a < 7y is k-Fr-
Knaster and by [BCM21, Thm. 3.12], the x-Fr-Knaster forcing notions preserves b < k.

5.2 Coding null sets

Since we are going to use random forcing to force cf(cov(N)) = Vg, and we know that random
reals can be characterized in terms of null-set codifications, we are going to introduce a particular
coding a base of null sets. But first, we need:

Definition 5.2.1. Let ) be the set of sequences a: w — w X [<¥2]<“ such that, for any j < w,
a(j) = (n, a;) satistying:

1. (n;: j < w) is increasing,

2. forany j < w, a; C ™2 and Ig%‘ >1— .

Now, we introduce our coding of null sets:

Definition 5.2.2. For a € Q2 and m < w define:

2Submitted in 1979.
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Chapter 5 Applications: cov(N') may have countable cofinality

1. Treep(a) =, {7 €2z [ n; € a5},

2. Na] =2*\U,,,, Treey(a).

It is, indeed, a coding in the following sense:

Theorem 5.2.3. A € N if, and only if, there exists some a € ) such that A C N|a].

Proof. On the hand hand, assume a € €2 and A C Nla]. For any j < w, we can write the set
{re“2:zn; €a;} = Uteaj [t] as a disjoint union, and it is clearly Lebesgue measurable in “2,
hence

1 .
Leb({r € “2: x [n; € a;}) = ZLeb 5 |2aT].|'

t€a; t€a;

So, for any m < w, we get

Leb(“2\ Tree,,(a)) = Leb U {r €“2:xn; € a;}°

n;>m

< Z Leb({z € “2: 2 [ n; € a;}°)

n;>m

B |a;]
1
= 277

n;>m

Now, it is clear by Definition 5.2.2(2), that if n < m, then Tree,(a) C Tree,,(a), hence we have
that Tree,, (a)¢ C Tree,(a)°. Thus

Leb(N[a]) = Leb (“2\ U Treem(d)>

m<w

= Leb ( ﬂ (“2\ Treem(a))>

m<w

= lim (Leb(*2\ Tree,,(a)))

m—r0o0

Finally, Leb(N[a]) = 0. Since A C NJa|, Leb(A) < Leb(N|a]), hence Leb(A) = 0.
On the other hand, assume that A € N and consider, for any n < w, &, = ﬁ C —L-. Since

A is null, for any n < w, there exists a sequence (t,x: k < w) such that A C (J,__[tn] and
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5.2. Coding null sets

Y kew Leb([tnk]) < €. So, using that this sum is convergent, we can find an increasing sequence
(k;: i < w) such that ky = 0 and, for any n < w,

> Leb([tasll) + ) (Z Leb([ti7k])> < 7n1+1. (5.2.1)

k>0 i<n \k>kn

Now, for n < w, we define

Co=| U md|ulU|l U Il

ke<kpi1 i< \ K€[kn,knt1)Nw
So, by Equation 5.2.1, for any n < w, we have that:

1

Leb(C,) < ]

(5.22)

Also, by the construction, it follows that:

AC ﬂ <U Cn> ={re?2: {n<w:ze€C,} =N} (5.2.3)

m<w \n>m

On the other hand, notice that:

(0l
< rilinoo Z Leb(C’n))

n>m
< i L
< lim (Y=
n>m
=0.

So far, we have used the usual ideas of this type of proof, following [BJ95, Thm. 2.3.10]. Now, we
must relate this to the particular way in which we are coding.

Since {[t]: ¢t € <2} is a countable basis of clopens for “2, for any j < w, we can write C; as a
finite union of clopens: we can find n; < w and b; C 2" such that, C; = {J,g, [t]. Without loss of
generality, we can assume that (n;: j < w) is increasing. Define, for any j < w, a; := 2" \ b; and
a = ((nj,a;j): j < w). Notice that,

b; 1 :
|279j| _ ZQTJ = ZLeb([t]) = Leb(C;) < 7iHL

tEbj tebj

hence, gﬁ—@' > 1 — =7, thatis, a € Q and it is clear that Na] = (), _,, U,.,, Cn, Whence the result
follows. Urheorem 5.2.3
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Chapter 5 Applications: cov(N') may have countable cofinality

We can translate this coding into a Tukey relation with appropriate relational systems. For this, we
introduce:

Definition 5.2.4. Let us define the following relations systems:

1. §:=(Q,P,C) where P := {T C <“2: T is a perfect tree} and
aC T:= 3Im<w(T] C Treey,(a)).
2. CN = (Q,“2, <), where a <z :< x ¢ Nlal.
Notice that, in CN, a < x if, and only if, there exists some m < w, such that 2 € Tree,,(a).

In this way, the coding can be understood according to the following Tukey equivalence:

Theorem 5.2.5. CA =1 Cy.

Proof. On the one hand, define ¢_: Q@ — A such that for any a € 2, ¢_(a) := NJa] and
Y Y2 — “2 as the identity function. Let a € (2 and z € “2. Then,

Y_(a)jr < N[a|yr e a<e < a<i(z).

Thus, CN <t Cj.

On the other hand, by Theorem 5.2.3, for any A € N, there exists some a4 € §2, such that
A C Nlaa). Now, define ¢p_: N' — Q) such that, forany A € N, ¢)_(A) == a4 and ¢, : “2 — “2
as the identity function. Let A € A/ and x € “2. Then,

Y (A)<r s as<r e x ¢ Naa = ASr < A3y, (2).
Thus, Cx; <7 CN. Finally, CA =1 Cy;. U Theorem 5.2.5

As we mentioned before, random reals can be characterized in terms of their behavior with respect
to null sets, however, we are only going to prove the implication that we will need in the iteration:

Theorem 5.2.6. If r is a random real over M then, for any a € QN M, r ¢ NJa].

Proof. Working in M, let a € €2 and Ty € B, hence Leb([Tp] \ N[a]) > 0 and therefore, there
exists 7' € B such that:

[T € [T\ Na]™ (5.2.4)
It is enough to show that 7" IFg“7 ¢ NJa]”. So, let G a B-generic filter over M, such that 7" € G.
Working in M[G], we have that, by Equation 5.2.4, [T|MI¢ C [Tp]MI¢\ N[a]MI®] because it are

Y1-properties, hence we can apply Theorem 1.2.10. As a consequence, since T’ € G, r € [T]|MI¢]
and therefore, r ¢ N|[a]M[“], Uheorem 5.2.6

In fact, random reals are those reals that manage to evade all the nulls that are coded in the ground
model.

Finally, for convenience, we use the following form of Cohen forcing:
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5.3. Controlling cov(N') and b: preservation of strongly unbounded families

Convention 5.2.7. The Cohen forcing C is the collection of finite sequences ((ng, as): ¢ < k),
where:

* (ng: ¢ < k) is an increasing sequence of natural numbers,

e forany / < k, aggnf2and%>1—%.

Notice that this convention is justified by Theorem 1.5.40.

5.3 Controlling cov(N) and b: preservation of strongly un-
bounded families

In this section, we are going to prove several results that will allow us to control cov(N') and b.
Thanks to the structure with finitely additive measures of the iterations defined in the previous
chapter, we are going to be able to preserve some strongly unbounded families, which will allow us
to control the cardinals in question. We start by proving a necessary lemma about tree absoluteness:

Lemma 5.3.1. In M, let P be a forcing notion and (T;: i € I) a sequence of well-pruned trees on
<“w. Let G be a P generic filter over M and assume that (), [T:]MS) is countable. Then

ﬂ [E]M[G] _ ﬂ [Z]M

el 1€l

Proof. Since forany i € I, [T]M C [T;]MIE, it is clear that (), [7;]™ is countable, so there exists
an enumeration (z,,: n < w) € M where w < w. We show that there is no z € (,; 7™ such
that, for any n < w, x # x,. Towards contradiction, assume the contrary, hence, there are p € GG
and a name # € M¥ such that:

M E“i e ﬂ[ﬁ] AR < w(T # )"

il

Now, work in M. By induction on k < w, define a decreasing sequence (p;: k < w) in P with
po < p, and y € “w such that p;, IF “&(k) = y(k)” and, whenever k& < w, there exists ¢, < w such
that, py, IF “2(lx) = y(l) # xx(l)”. Thenpy IF “y [ (k+1) =2 [(k+1) € 7" foralli € I,
50y € (Nigf[TiM = {zn: n < w}. However, for n < w, p, I+ “y(€,) # z,((,)”, hence y # x,,,
which is a contradiction. Ubemma 5.3.1

The following reformulation of [She00, Lem. 2.7] gives us conditions to control cov(A) in finite
support iterations in general:

Theorem 5.3.2. Let k, \ be uncou(ltable cardinals such that k es regular and \ > k. Consider a
finite support iteration P, = (P, Q,: o < ) of k-cc forcing notions. Assume that

1. (@®: a < \) is strongly \-CN -unbounded,
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Chapter 5 Applications: cov(N') may have countable cofinality

2. Ikp, “{a™: a < \) is strongly r-S-unbounded’™,

3. forany a < 7, Ik “ Q, contains a dense subset of size < \”.

Then, IFp_“(a®: a < \) is strongly \-CN -unbounded”. As a consequence, I, “cov(N) < \”.

Proof. By induction on { < 7, we show that IFp,“(a*: a < )) is strongly A-CN -unbounded”. So
we consider three cases:

1. The initial step & = 0: in this case IFp,“(@a*: « < A) is strongly A-CN-unbounded” by

condition (1).

. The successor step & + 1: first, work in M. By the induction hypothesis, we have that

(@“: v < A} is strongly \-CA-unbounded. So we must to show that Q¢ still forces this.
Towards contradiction, suppose that there are ¢ € Q¢ and a Q¢-name @ of a real number in
«2 such that,

qlrg. “Ha < A:d ¢ Na}| > \”. (5.3.1)

Therefore, by transfinite recursion on ( < A, we can build two sequences (co: ¢ < A) and
(Gae : ¢ < A) such that, for any ¢ < A,

° ar < A,

* Qac =4

e a¢ ¢ {ae: e < (Y,

* Qo P T & Nla<]”.

As a consequence, defining C' := {a.: ¢ < A}, we have that C' € [A]* and for each o €
C, qo kg “t ¢ N[a®]”, hence for any a € C, there exists m, < w and some q;, < g, such
that q;, IFq,“ € Tree,,, (a*)”.

Since by condition (3) Q¢ contains a dense subset of size <\, we can find C; € [C]" and
q' € Q¢ such that, for any a € Cp, ¢’ < ¢),. On the other hand, as « is a regular cardinal, we
can make a reduction to find some m < w, and C; C Cy with |C}| = & such that, for each
a € C1, ay,, = a. Therefore, for any o € C}, we have that ¢’ IFg. “@ € Tree,,(a“)”, and
therefore
¢ g “i € (1] Tree,(a®)”.
aeCq

Now, working in M"¢[G] where G is a Q¢-generic over M" containing ¢/, we have that,
by condition (2), I = [J,c¢, Tree,(a®) is a closed subset of “2 and, since for all T' €
P, {a < A : Im < w([T] C Tree,(a*))}| < k, necessarily F; does not contains a
perfect set. Therefore, by Cantor-Bendixson theorem (see Theorem 1.2.5) it is a countable
set. Hence, by Lemma 5.3.1, we have that F; € M. Thus z = [G] € MFs. However,
by induction hypothesis, for any y € M |[{a < A:y ¢ N[a®]}| < \. In particular,
{a < A:x ¢ N[a*]}| < A, which contradicts 5.3.1.

3This is condition (+*)p in [She00, Lem. 2.7].
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5.3. Controlling cov(N') and b: preservation of strongly unbounded families

3. The limit step: let  a limit ordinal and consider two cases:

(a)

(b)

cf(y) < k: towards contradiction, assume that there are p € P, and a P -name of a real
number z in “2, such that:

pley “Ha < A: @ ¢ N[a“]} > A" (5.3.2)

Like in successor step, we can find C' € [A\]* and {p,: a € C'} C P, such that, for any
a € C,py, < pandp, -, “& ¢ N[a*]". Since cf(y) < &, there exists a set L C v
cofinal in v with |L| < k.

So for each o € C), there exists some &, € L, such that p, € P, . On the other
hand, since |C| = A > k > |L|, we can find a set Cy C C with |Cy] = k and
some { € L such that, for any o € Cp, p, € P¢, hence £ < ~. Again, like in the
successor step, there are a set C; C Cy with |C| = k and m < w, such that, for any
a € Oy, py IF “& € Tree,(a*)”.

On the other hand, notice that:

{o € C1: po e “{B € Oy ps € Ge}| = K} < k. (5.3.3)

Indeed, towards contradiction, assume that there exists D C 1, such that |D| = « and
for any a € D, po ¥¢ “|{B € C1: pg € Ge¢}| = w7, hence for any a € D, we can
find a condition ¢, € P., such that ¢, < p, and g, IFe “|{8 € Cy: pg € G¢}| < ~.
Therefore, |{ € Ci: q. || pv}| < k. Thereby, by transfinite recursion we can construct
an increasing sequence {a¢: ¢ < x} C D, such that {g,. : ¢ < k} is an antichain,
which is a contradiction because by Theorem 1.5.55 P¢ is s-cc.

As a consequence of Equation 5.3.3, there exists an o € C such that
Pa H‘g “|{B € Ci:ps € Gg}’ =K.
Let G a IP,-generic filter over M such that p, € G. Working in M[P, N G|, let
Cy = {BE Clipﬂ GP&QG},
s0 |Gy = k. Therefore, by condition (2), Iy = [sc(, Tree,, (@’ )M is a countable
closed subset of “2.
Finally, working in M[G], we have that F, C M¥¢ and z := #[G] € F,. However, by

induction hypothesis, since & < v, it follows that, for each x € “2NMFP [{a < \: x ¢
N[a*]}| < A, which contradicts Equation 5.3.2.

cf(y) > k: let & a nice IP,-name of a real number in “2. Since by Lemma 1.5.54 P,
is k-cc and cf(y) > &, there exists { < + such that & is a Pc-name. Therefore, by
induction hypothesis, IFp, “[{ac < A: & ¢ N[a®]}| < A”. Thus, P, forces the same.

Thus, IFp_“(a*: a < ) is strongly A-CN -unbounded”. Therefore, by Theorem 1.3.22 we
have that Cpy<» <t CN and by Theorem 5.2.5, we conclude that IFp“Cpy<r =1 C k/”. Finally,
working in M, by Example 1.3.14(2), Lemma 1.3.18(4) and Lemma 1.3.16, in this order,
we get:

cov(N) =0(Cy) = b(Cxr) < b(Cppy<r) = non(Cpyy<r) < A.

Thus, IFp_ “cov(N) = \”. Uheorem 5.3.2
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Chapter 5 Applications: cov(N') may have countable cofinality

When iterating with partial random forcing, the conditions (1) and (3) of Theorem 5.3.2 are rela-
tively easy to handle: (3) will be obvious, and we can handle (1) by taking the ground model after
adding A\-many Cohen reals. So, it only remains to establish conditions for (2). This is where the
iteration structure, using finitely additive measures, plays its part. In particular, we are going to use
the properties of the limit function defined in Definition 4.3.22:

Theorem 5.3.3. Let k < )\ be uncountable cardinals such that k is regular. Assume that K is
in KCy(k,G) with length 7, where G is a complete set of guardrails for (7,r), 7 > X and, for
a < Qy=Cand Q. = {s} foranys € Cande € (0,1)q. Then,

IFr “(@*: a < A) is strongly rk-S-unbounded”,
where each a® is the Cohen real added by Q, at step « of the iteration.

Proof. Towards contradiction, assume that there are a condition p € P, a IP,-name T ofa perfect
tree on <“2 and m < w, such that p I-.“|E| > &, where F = {a < \: [T] C Tree,,(a®)}. To
get a contradiction, we are going to build a suitable guardrail for (7, k). So we split the rest of the
proof into two parts: get the guardrail and obtain a contradiction.

Part 1: Build a guardrail (g, /) € G and a suitable g-uniform A-system.
Leté: w— (0,1) suchthat ) _ &(n) < 1andfix e > 0 such that

e<1-> &(n) (5.3.4)

n<w

By transfinite recursion, we can build sequences {p¢: £ < k} C Dz and {a¢: € < k} C A, such
that:

e forany { < K, pe < p,

* (ag: & < k) has no repetitions,

if £ < K, then ¢ € dom(p§)>

e forany § < k, pe IF-"a¢ € E”.

Since each pe € Dg, there exists n; < w and Cen foralln < ng, such that

13 N, ”

pE r7n75 “_'Yn,g pg(’YWAvg) 6 QCE,Yi E(n) )
where dom(pe) = {7Vn¢: n < ni} is arranged in decreasing order. To get a uniform A-system, we
must reorganize the domains: for any ¢ < x and n < ng, let o ¢ == Vng-n—1, hence dom(pe) =
{ang: n < ni}isarranged in increasing order because, if n < j < nf, thenni—j—1<nf—n—1
and therefore o, ¢ < Vnr-—n-1 < Tnz—j-1 = Qjg.
Using those parameters and the regularity of x, we can proceed as in the proof of Theorem 4.3.20
to get f, a half guardrail for (7, k), and E € []" such that:
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1. {pe: £ € E} forms a f-uniform A-system with parameters (A, n*, &, r*, *), where for any
§e€ L, ng=n"and
Vn < n*(e*(n) =&(n* —n—1)), (5.3.5)

2. forany € € E, |pe(ag)| > max{m, 10},

3. there exists some s* € C such that, forany { € E, pe(ae) = s* and s* = ((ng, ar): £ < m”*),

*

hence 1g(s*) = m*,

4. there is some ¢* < n* such that, for any { € F, ag = .~ ¢, thatis, all a¢’s comes from the
same column of the A-system.

Notice that, ¢* ¢ r* and m* > m, 10.

Now, we construct the interval partition /: define j* := 3n,,-_; + 1 and, for any k < w, let
Jr = 7*+k!l. Consider a sequence of natural numbers (s;: k < w) suchthat so = 0 and s —s) =

|[7* 2]2”“(1_87"1 )|,% that is, it is the number of subsets of 72 of size 27+ 87" 5o

Ik 2k
Sk+l — Sk = (23%(1 — 8_7"*)) - <2jk8_m*)’

and define, for any k < w, I, = [sg, Spy1). Itis clear that 27+8~™" ¢ {0, 2/} and therefore, since
0 < k < n implies n > (Z), we have that limy_,., |Ix| = oo and it is an interval partition of w,
hence [ = (I;: k < w) € Z. On the other hand, by the choice of (sj: k < w), we can enumerate
the subsets of 7+2 whose size is 27+ (1 — 8™ ) as {a,: £ € I;}.

Let (8y: ¢ < w) C FE be of order type w. For k < w and ¢ € I, we define a condition p’ﬁé e P,
such that pj; < pg,, dom(pj;,) = dom(pg,) and,

Dbg, (7)7 if 7 7"é ﬁéu
P, () =
s ((Jr, ar)), if v =P

Since (I k < w) is a partition of w, we really defined p/;, for any £ < w. Notice that,

’af, _ —m*
e I B R

and therefore, each p’ﬁé is well-defined.

Notice that, p = (pj,: £ < w) stills forms a h-uniform A-system for some half guardrail h
for (7, k). On the other hand, as G is a complete set of guardrails for (7, k), by virtue of Theo-
rem 4.3.21, there exists a half guardrail g € G such that p’ is a g-uniform A-system with parame-
ters (A, n*, @, r*, £*). As a consequence, we have that (g, 1) € G.

Part 2: get a contradiction.

427k8=™" is an integer because it equals to 27+ 3™ and we have that j; > 3m*, so the definition of (s: k < w)
makes sense.
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Chapter 5 Applications: cov(N') may have countable cofinality

el : pbgeG'\

I and A. = {k < w: o(k) > £}. By Equation 5.3.4 and

For any k£ < w, let p(k) =
Equation 5.3.5, we have that:

O<e<l=) em)<1-) en —n-1)=1-Y &(n).

n<w n<n* n<n*

Also, as (g, 1) € G, by Theorem 4.3.24(4), we get that lim? (') IF,“A. is infinite”.

Let G be a P,-generic over M with lim?(p’) € G. Working in M[G], we have that A = A.[G] is
infinite.

Define, for any k < w, by, == {{ € I},: pj;, € G}, hence g(k) = % Notice that

kEA<:>g(k)>€<:>%>5<:>|bk|>€~|Ik].

Now, if £ € A, then £, (T) C ﬂgebk ag. Indeed, let & € A and ¢ € b,. By definition of
P, D5, (Be) = 87 ((Jk, ar)) € G(Be). Since p; € E, it follows that

[T] C Tree,,( ﬂ {re“2: x| n Eaﬁ’“’}

f‘f>m
On the other hand, since lg(s*) = m*, we get
a’ = ((nf*,af"): j < w) 25" ((jr, ),
where aff - "f 22, for any j < w. Therefore,
TC{re“2: xn’ ed} ={x e 2: 2| j € as}.

Thus, ‘C]k (T) - Qy.
Asa consequence, we get:

lb| = [{ae: € € by}
<Wae: L €Iy, L;,(T) C as}|
<{aC¥*2: L; (T) Ca, |a| = 27(1 — 8™}
= [{a C72\ (L, (T)): |a] = 2% - 87"}

_ 2% — |£Jk (T)’
- 2jk . 8—m*

Consider the function m: w — w such that, for any k£ < w,
m(k) = my := min{|L;, (T)], 27+ - 8™ }.
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5.3. Controlling cov(N') and b: preservation of strongly unbounded families

If £ € A, then

27k —|L;, (T)] 27k —
M < ( ij-SiIi”* ) < (2%-8?:5*)
— 27k — 2k
|Ik’ (2jk -sfm*) (2jk ~8*m*)
[Ticun, (27 =2 - 87 —i)
Hz<mk(2] —1

_.H< 2)>
)

sH(

<mp

— (1 =gy

€<

As a consequence, we get that, for any £ < w,
log(2)

Now, we can write A = Ay U A;, where the union is disjoint,

m; <
that is, m is a bounded function.

Ag={k€e A:my =|L; (T)|} and A, :={k€ A: my =72.87™}.

Since limy,_, 2% - 8™ = 00, A; is finite, because otherwise m cannot be bounded. Therefore,
as A is infinite, we have that A is infinite, that is, there are infinitely many values £ < w for which
|L;,(T")] is bounded, which contradicts Lemma 1.2.4 because T’ is a perfect tree. Oheorem 5.3.3

Now, we prove a similar result that will allow us to control b. Again, here the structure of the
iteration using finitely additive measures plays a fundamental role.

Theorem 5.3.4. Let 1 < \ be uncountable cardinals such that k is regular. Assume tha( Kisin
K1(k,G) has length 7, where G is a complete set of guardrails for K, = > X, for a < \, Q, = C
and Q. = {s} forall s € Cand < € (0,1)q. Then,

IFr “(n%: o < \) is strongly k -“w-unbounded,

where each a® = ((ng, a3): { < w is the Cohen real added by Q, at the step o of the iteration,
and n® = (nf: { < w). As a consequence, I, “b < k”.

Proof. The first part of this proof, is a déja vu of the first part of the proof of the previous theorem:
towards contradiction, assume that there are a nice P,-name % of a real number in “w and a con-
dition p € P, such that p I-.“|{ac < A: n® <* @}| > k. To get a contradiction, we are going to
build a suitable guardrail for (7, k).

Leté: w— (0,1) suchthat ) _ &(n) < 1andfix € > 0 such that
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Chapter 5 Applications: cov(N') may have countable cofinality

e<1-> &(n) (5.3.6)

n<w

By the regularity of « transfinite recursion, we can build sequences {p¢: { < k} C D: and
{ag: £ <k} C mand m < w such that:

« forany € < K, pe < p,

* (ag: & < k) has no repetitions,

if £ < K, then a¢ € dom(pg),
e forany £ <k, pe IFVj > m (n§ < ().
Since each pe € D, there exists n < w and (¢, for all n < ng, such that

Pe rﬁ)/n,g “_'yn,g “p§<,yn7£) S QZ::, E(n)”’

where dom(pg) = {Vn¢: n < nf} is arranged in decreasing order. To get a uniform A-system, we
must reorganize the domains: for any § < x and n < nf, let ¢ = Vngz—n—1; hence dom(pg) =
{ane:n < nZ} is arranged in increasing order because, if n < j < ng, thenng—j—1 <ng—n—1
and therefore, an ¢ < Ynz—n-1 < Ynz—j-1 = Qje.

Using those parameters and the regularity of x, we can proceed as in the proof of Theorem 4.3.20
to get f, a half guardrail for (7, k), and E € []" such that:

1. {pe: & € E} forms a f-uniform A-system with parameters (A, n*, &, r*, ¢*), where for any
§€F, ng=n"and
Vn < n*(e*(n) = &(n* —n—1)). (5.3.7)

2. forany £ € E, |pe(ae)| > m,

3. there exists some ¢t € <“w such that, for any £ € E, pe(ag) = t, where Ig(t) = m*,
4. there is some c* < n* such that, for any { € E, ag = a.- ¢, that is, all a¢’s comes from the
same column of the A-system.

Notice that ¢* ¢ r* and m* > m.

Choose an increasing sequence of natural numbers (k,: ¢ < w) such that, for any ¢ < w, we have
that ¢ < ko, 2F > 7™ and k; > n,,-_1. Also, consider a sequence (ag: ¢ < w) such that, for any
¢ < w, ap C %2 and,

|| 1

o > 1 e (5.3.8)

Let (8¢: £ < w) C E be of order type w. For any ¢ < w, we define a condition pj;, € P such that
Ps, < P dom(pb) = dom(pg,) and,

s (7), if v # B,

t™((ke,ap)), it v =B

P, (7) =
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5.4. The last parameter of the iteration

This is well-defined by virtue of Equation 5.3.8. Notice that, we can find a half guardrail /i for
(7, k), such that p’ := (pjs,: £ < w) is a h-uniform A-system with parameters (A, n*, @, 7*,€*). On
the other hand, as G is a complete set of guardrails for (7, x), by virtue of Theorem 4.3.21, there ex-
ists a half guardrail g € Gy such that j’ is a g-uniform A-system with parameters (A, n*, &, r*, £*).
Now, pick any I € T, hence (g,1) € G.

tely: ply €G
For any k < w, let o(k) = %

Equation 5.3.7, we have that:

O<€<1—Z§(n)§1—Ze‘(n*—n—l)zl—Ze*(n).

n<w n<n* n<n*

and A. = {k < w: o(k) > £}. By Equation 5.3.6 and

Also, as (g, I) € G, by Theorem 4.3.24(4), we get that lim?(7) IF-,“A. is infinite”.

Let G be a P,-generic over M with lim?(p) € G. Working in M[G|, we have that A == A.[G] is
infinite.

Now, let £ < w such that pj; € G, hence pj3 (5;) € G(3). Assume that (nff,af‘: J < w) is the

Cohen real added by the iteration at the step (3, hence we have that n’’, = P5,(Be) = k¢ On the
other hand, we know that, for any j > m*, < x(j). Thereby, we have that ¢ < k, = nfﬁ < z(m*),
hence ¢ < z(m*). However, since A is infinite, it follows that {¢ < w: ¢ < xz(m*)} is also infinite,
which is a contradiction.

Since (n“: a < k) is strongly k-“w-unbounded, by Theorem 1.3.22, we have that C[)\]q =7 “w.
Finally, using A > x, by Lemma 1.3.16, it follows that:

b = b(“w) < b(Cpy<r) = b([A]<¥) = non([\]<) = x. D theorem 5.5.4

5.4 The last parameter of the iteration

We have already said that, to deal with cov(N\), we are going to iterate with restricted random
forcing. On the other hand, to deal with b, we are going to use small Hechler forcing, which
although it is not o-FAM-linked, we know by Example 4.2.14 that it is u -FAM-linked for some
cardinal © < k. Also, for technical reasons, the first part of the iteration will be with Cohen
forcing, which we know, again from Example 4.2.14, to be o -FAM-linked. We also said that the
existence of the complete set of guardrails is given by virtue of the Engelking-Kartowizc theorem
(see Theorem 4.3.10 and Corollary 4.3.11). Furthermore, the existence of finitely additive measures
is guaranteed by the extension theorems (see Theorem 4.3.18 and Theorem 4.3.16). So, we only
have to define one parameter to be able to build the iteration: the forcing notions [P, . For this, there
are at least two alternatives: on the one hand, we could use the history of conditions in iterations
(see [GKMS21, Def. 4.7]). However, this would involve introducing its definition, calculating some
cardinalities, and showing that it satisfies what we need. So, we lean towards using elementary
substructures:

Theorem 5.4.1. Let P bg a ccc forcing notion, Q C P and (F;: i € I) a sequence of P-names such
that, for any i € I, IFp“F;: P(w) — IR”. Then, there exists another forcing notion P~ such that:

1. PGP,
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2.QCP,
3P| < max{2,]Q), 1]},
4. Foranyi € I, IFp“F, | P(w) N MF” e MP™.

Proof. For any & € nicep(P(w)) and any ¢ € I, define F;(&) as a nice P-name of F;(&), which
is possible by virtue of Theorem 1.5.34. For a large enough regular cardinal y, we can use a
generalization of [Kunl1, Lem. I11.8.4] to find a model N < H(x) such that “N C N, P, Q €
N, QU{F;:ie I} CN, N is closed under E; forany i € I and |[N| < {2,|Q|, |I|}*°. We define
P~ := PN N endowed with <p [ IP~. We show that it works:

1. It is clear that, for any p,p’ € P, if p <p- p’, then p <p p/ and if p Lp- p’, then p Lpp'.
Therefore, by Definition 1.5.12 to prove that P~ is a complete subposet of PP, it is enough to
show that any maximal antichain in P~ is a maximal antichain in P. Let A C P~ a maximal
antichain, hence it is clear that A C P is an antichain in [P, and therefore, since P is ccc, it
follows that |A| < N,. As a consequence, A € N, because A C N and N is closed under
countable sequences. Now, we have that:

A is maximal in P~ < Vp e PN N 3q € A(q ||p- p)
& NE“YpeP3ge Alg | p)
< H(x) E“YpeP3qge Alq [|r p)

< VpeP3qe Alq |lp p)
& A is maximal in P.
Thus, A is a maximal antichain in P, therefore P~ ¢ P.
2. Since ) C Pand Q C N, we have that ) C P~
3. |P7| = |PNN| <max{2,Q,|I]}.

4. For any i € I, consider the P-name

7, = {(op(z, Es(%)),p): p € P~ A& € N Nnicep(P(w))}.

Notice that, if £ € NV, then F;(&) € N and, since all their components are in N, we have that
& and E;(%) are P~-names. As a consequence, for any i € I, 7; is also a P~ -name, and it is
clear that IFp*r; = F; | P(w) N MF 7, that is, IFp“F; [ P(w) N MF € MP . Orneorem 5.4.1

5.5 Increasing cov(/N') and b: the book-keeping idea
In this section we will construct the iteration that will allow us to force the consistency of cov(N)
with countable cofinality, and in the next section (see Theorem 5.6.1) we will prove that the this

iteration is indeed adequate.
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Assume that x, A and y are cardinals such that k < A < y<* = xy < 2%, k is regular and \ is
N;-inaccessible. Our goal is to prove the consistency of cov(A) = A and b = k. So, we are going
to build an iteration K € KC;(k, G) of length x, where G is a complete set of guardrails for (x, k).

The idea to build the iteration is the following. To satisfy the hypotheses of Theorem 5.3.3, The-
orem 5.3.4 and obtain cov(N) < X and b < k, we are going to add A-many Cohen reals, so in
the first A steps of the iteration we are going to use Cohen forcing. Then we split the iteration into
two parts: on the one hand, to deal with cov(N') > )\ we are going to iterate, using book-keeping
arguments, with restricted random forcing and, on the other hand, to deal with b > « we are going
to iterate, again using book-keeping arguments, with restricted Hechler forcing. We can build the
iteration in /Cy(k, G) thanks to the extension theorems Theorem 4.3.16 and Theorem 4.3.18. It is
important to note that in our hypotheses about the cardinals we are not requiring that \ is regular,
so this way of iterating is a very powerful method that will allow us not only to prove the consis-
tency of cov(/A\) with countable cofinality, but also, to obtain separations in Cichon’s diagram with
cov(N) singular.

Construction 5.5.1. Let s, A and x be uncountable cardinals such that X\ is N;-inaccessible, s
is regular, and k < A < x<* = y < 2%. By Corollary 4.3.11, there exists a complete set of
guardrails G for (x, k), such that |G| < ™. Let B, S be sets such that, y \A = BUS, BNS =0
and otp(B) = otp(S) = x. Fix bijections bg: S — x X x and bg: B — x X x such that
bs(§) = (a, ) implies a < &, (likewise for bg), which we call book-keeping functions. By
transfinite recursion on y, we are going to define K € Ky (x, G) of length y, as follows:

1. The initial step: Py := {0}.
2. The successor step: assume that we have constructed
KEZ <]P>ﬁa @O&) ]P);v @Ou 0047 éﬁz a < é'a B S §> € ]C1<I€7g TQ,
and consider three cases:
(a) & < A: define @5 = C, Peyq =P % Qg, Pe = P¢, 0 == N and, for any s € C and
e € (0,1)q, Q§5 = {s}. So it is clear that K= (P,, Qq, P5, Qn, fu: v < £+ 1) €
Ko(x) and by Theorem 4.3.16, we can find a sequence of names of finitely additive
measures Z¢ 1 = (Z{,,: g € G), such that:
Keii = (Pg, Qo Py, Gas 6oy Eg: a0 <€+ 1, < E41) € Ki(m,GIE+1).

(b) £ € S: By Lemma 1.5.52 and induction hypothesis, we know that |P¢| < x, hence by
counting nice names of reals numbers, we have that IF.“c < x”. On the other hand,
as <" = ¥, it follows that I-¢“|[“w]<"| < x”. By Lemma 1.5.36, we can enumerate
<5’5>]p§ — (Eeg: B < x), where S¢ is a Pe-name of [“w]<". We can assume that we

have this numeration for any v < ¢. Now, define F; = Ebs(g) and N¢ as a IPe-name
of a transitive model of ZFC of size some ¢ < x (decided in the ground model) such

that, I¢ “F¢ € N¢”. Finally, we define Q, = DV, P,y = Pg x Q¢, P; = Py, for
any f € DV and e € (0,1)q, Qfs,f)’s = {(s,f)} and Z¢ = <Eg: g € G) as in the
conclusion of Theorem 4.3.16. As a consequence, we have that,

Keyr = (Pg, Qa, P5, Gy oy Zp: 0 < E+1, B<E41) € Ky(r,G 1€+ 1).
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(c) & € B: By Lemma 1.5.52 and the induction hypothesis, we know that |P¢| < x and,
by counting nice names of real numbers, we have that, IF¢“c < x = x<*”3. So we can
enumerate all collections of size < X of nice P¢-names of members of 2 as {F¢ g: § <
x}. Let F := Fy, »(¢)- Notice that, as all elements of F' are nice P¢-names, if a € I, then

it depends on some countable sequence of maximal antichains (Az: k < w)inP, (see
Subsection 1.5.7), hence |@Q)| < A, where

o-U(U#)

aEF \k<w

Thereby, we can apply Theorem 5.4.1 to find a forcing notion P, & P¢ containing @

such that, |P;| < max{2,|Q|,|G [¢[}* and, forany g € G [, IF“(E])~ € M'¢”.
Notice that, [P | < Abecause |G [£] < k% < Xand |Q] < X, and A is R;-inaccessible.

Finally, let Qg = IB%MP{ , 0 = RN, Peyy = Pe % Qg, for any t € <“2 and ¢ €
(0,1)g, Qfﬁ is as in the proof of Theorem 4.2.18, and =Z¢ = (Z{: g € G) is as in
the conclusion of Theorem 4.3.16. As a consequence, we have that,

Kf-‘rl = <]P)ﬁ7 @aa ]P);7 Qav eom iﬁ Oé<§+1, 6§§+1> EICI(I{7QT§+]—)

3. The limit step limit: assume & is a limit ordinal and that we have defined K, for any v < &.
Notice that, for define K it is enough to define P¢ and the sequence of names of finitely
additive measures. As usual in finite support iterations, define P¢ := limdir,.¢[P,. On the
other hand, the existence of finitely additive measures sequences is given by virtue of the
induction hypothesis and Theorem 4.3.18. As a consequence, we have that:

Ke = (Ps, Qu, Py, Qa, 00, S a < & B<E) € Ki(k,G1€)
Finally, define K := K, .

K is our candidate to force b = x and cov(N') = ), under the hypothesis of Construction 5.5.1:

Notice that, by the construction of K, since we can partition x \ A in different ways and use other
notions of forcing, there are many alternatives to define the iteration to force different things. For
example in the next section, we mention how we can build iterations to force, for instance, MA, or
add(N) = 6 for some regular cardinal 6 < .

5.6 Consistency of cov(/N') with countable cofinality

Now, all that remains is to put together the puzzle: we are going to prove that K from Construc-

tion 5.5.1, allows forcing cov(N) = X and b = «, without any assumption on the cofinality of
A

SFor this reason, we need the condition Y = xy<* as a hypothesis.
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Theorem 5.6.1. Let xk, A\ and x be uncountable cardinals such that, \ is Ni-inaccessible, r is
regular, and k < \ < xY~* = x < 2%. Then, there exists a x-Fr-Knaster and ccc forcing notion P
such that lFp “cov(N) = Aand b = Kk”.

Proof. Consider K as in Construction 5.5.1 and let P := P, := (PP, Qa: a < x). Pis ccc because
we are iterating with ccc forcing notions, Also, P is k-Fr-Knaster by Theorem 4.3.25. Now, we
prove that P forces cov(N) = X and b = k:

1. b =k:

(a)

b > x: By Lemma 1.3.15, we must to prove that, in M, , any F' C “w of size < k is
bounded and, by Theorem 1.5.42, it is enough to prove that any F' € [“w]<" is a subset
of N, for some o < k. For this, working in M,, assume that /' C “w has size < k.
Since P, is ccc and it is clear that y<" = Yy, we have that, there exists some £ < A,
such that ' € M. As a consequence, by the iteration construction, /' = F¢ 3 for some
B < A hence F = F,,, where o :== b' (¢, 8) > €. So we are done.

(b) b < k: since kK < A, and by the definition of K, by Theorem 5.3.4 we have that, in
M)\, b < K.
2. cov(N) = X
(a) cov(N) > A: by Lemma 1.3.4, it is enough to show that no family of nice IP,-names

(b)

of members of 2 of size < A cover “2. So, consider F' as one of such families. For any
a € F, we can find o; < x such that @ is a P, -name. Since x~* = x, we have that
cf(x) > A, hence there exists some & < y such that, for any a € F, a; < £, hence any
a € F is a Pc-name. Therefore, by the iteration construction, we can find some 3 < ¥,
such that F' = F¢ 5. Let a € B such that bg(a) = (£, ), hence Fy, ,(q) is a collection
of P -names. Consider 7, as the random real added by P, at the step « of the iteration,

then by Theorem 5.2.6, we have that, for any a € F, IFp—“7, ¢ Nla]”, that is, F' does

not cover “2 N MFP« | and as P, c IP,, it follows that, it does nos cover “2 N M=, As a
consequence, lFp‘cov(N) > \”.

cov(N) < A: it is enough to prove that, I-y “cov(N) < A”. For this, we must verify
the hypothesis of Theorem 5.3.2.

1. By Theorem 1.5.53, we know that P, = H;ﬁ‘j\ Cq, where forany a < A\, C, :=C
adding a Cohen real a“. Now, let & a nice Py-name of a real number in “2. So
there exists a countable set C' C A such that, 7 is a H§§°c C,-name. Therefore, for
any o € A\ C, IF\ “¢ € N[a®]”, hence IF) “{a < A\: & ¢ N[a*]} C C”. As a
consequence, lFy “(a®: o < \) is strongly \-CA -unbounded”.

2. Is a consequence of Construction 5.5.1 and Theorem 5.3.3.

3. Clear.

So we are under the hypothesis of Theorem 5.3.2, by virtue of which, IFy“cov(N) < .

|:]Theorem 5.6.1
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Therefore, we can find models of ZFC with cov(A) singular. For instance, we can use Cohen
forcing iterations to build a model where k = N;, A\ = R,,, ¥ = c¢ and, for any n < w, 2% = ¥,
and use Theorem 5.6.1 to get a wonderful result:

Corollary 5.6.2. Con(ZFC) = Con(ZFC + cf(cov(N)) = Vo).

5.7 Effects in Cichon’s diagram: some separations with cov(N)
singular

In this section, we are going to present some effects on Cichont’s diagram by iterating using finitely
additive measures. We will omit the proofs because some of the equalities require Preservation
theory (see [CM19]), which is beyond the scope of this thesis.

We start with the separation that we get from Theorem 5.6.1:

Theorem 5.7.1. Let x, A and x be uncountable cardinals such that )\ is Ni-inaccessible, k is
regular, and kK < X\ < x<* = x < 2%. Then, there exists a k-Fr-Knaster ccc forcing notion that
forces add(N) = Ny, add(M) = b = K, cov(N) = A, cov(M) = ¢ = x,andnon(M) € {\, AT}
where, if cf(\) < k then non(M) = A\, as illustrated in Figure 5.1.

cov(N) ——— non(M) ——— cof (M) ——— cof (N) —— ¢

Ny —— add(NV) ——— add(M) ——— cov(M) ——— non(N)

Figure 5.1: A separation of Cichon’s diagram with cov(/N') possibly singular, using Hechler and
random forcing.

If in Construction 5.5.1, instead of using partial Hechler forcing on S, we use ccc forcing notions
of size < k, which is in fact the original way Saharon Shelah constructs the iteration (see [She00,
Def. 2.2(F)(«)]) and with a similar book-keeping argument, we obtain that, in M,, MA, holds.
Furthermore, it is known that MA, entails add(N) > « and therefore, we obtain the following
separation:

Theorem 5.7.2. Let k, A and x be uncountable cardinals such that \ is Ny-inaccessible, r is
regular, and Kk < A\ < x~* = x < 2%. Then, there exists a k-Fr-Knaster ccc forcing notion that
forces: add(N') = add(M) = b = &, cov(N) = A, cov(M) = ¢ = x, and non(M) € {\, At}
where, if cf(\) < K, then non(M) = At as illustrated in Figure 5.2.
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cov(N) ———— non(M) ———— cof (M) ——— cof (N) —— ¢

Ny —— add(N) ——— add(M) —+— cov(M) ——— non(N)

Figure 5.2: A separation of Cichon’s diagram with cov (/') possibly singular, where MA,; holds.

If in Construction 5.5.1 we partition y as Y = AU B U S U L and, on L, we use LOC", that is
localization forcing (see [Tru88]) for some transitive model N of ZFC such that |[N| < 6, then we
can deal with add (/) to get the following separation:

Theorem 5.7.3. Let 0, k, A and x be uncountable cardinals such that, x and 0 are regular, \ is
N, -inaccessible, and 0 < k < A < x<* = x < 2%. Then, there exists a x-Fr-Knaster ccc forcing
notion that forces: add(N) = 6, add(M) = b = k, cov(N) = A, cov(M) = ¢ = x, and
non(M) € {\, AT} where, if cf(\) < k, then non(M) = AT, as illustrated in Figure 5.3.

cov(N) ——— non(M) —— cof (M) ——— cof(N) —— ¢

Ny —— add(N) —+—— add(M) —+— cov(M) —— non(N)

Figure 5.3: A separation of Cichoni’s diagram with cov(/N') possibly singular, using Hechler and
localization forcing.

5.7.1 A new constellation of Cichon’s diagram: separating the left hand side
allowing cov(/N) singular

Finally, if in Theorem 5.7.3, we choose A singular such that c¢f(\) < k, we get one of the main
results of this thesis: a new constellation of Cichén’s diagram separating the left side with cov(N)
possibly singular:
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Corollary 5.7.4. Let 0, k, X\ and x be uncountable cardinals such that, k and 0 are regular, \
is singular Xi-inaccessible with cf(\) < K, and 0 < K < A < X</\ = x < 27%. Then, there
exists a k-Fr-Knaster ccc forcing notion that forces: add(N') = 6, add(M) = b = &, cov(N) =
A, cov(M) = ¢ = x, and non(M) = T, as illustrated in Figure 5.4.

cov(N) ———— non(M) ———— cof (M) ——— cof (N) —— ¢

N, +—— add(N) ——— add(M) ———— cov(M) ——— non(N)

Figure 5.4: A separation of the left side of Cichon’s diagram with cov (/) singular.

Managing to obtain a left-hand side separation with singular cov(/N'), opens up a branch of interest-
ing and so far unexplored questions about the possibility of forcing singular cardinals in Cichon’s
diagram. In the next Chapter, we will present some of these questions as open problems (see
Section 6.2).
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CHAPTER 6

Open problems and future work

If the doors of perception were cleansed, everything would
appear to man as it is, infinite. For man has closed himself
up, till he sees all things through narrow chinks of his cav-
ern .

William Blake!

In this chapter, we present some problems that were left open throughout the development of the
thesis and that we consider relevant in future applications of the theory constructed in Chapter 4.
We also present some problems that are not directly related to this work, but which, by obtaining
results with singular cardinal invariants, are natural.

We begin by presenting the possibility of defining a general framework to force cov(A) singular,
which would greatly facilitate the way we present Chapter 5.

6.1 A general framework for cov()\N') singular

The following definition generalizes, as a notion of linkedness, the properties of Theorem 4.3.24
satisfied by lim? from Definition 4.3.22:

Definition 6.1.1. Let [P a forcing notion and ) C P.

1. We say that Q is pt-linked in P if there exists some € € (0, 1) such that, for any p € Q* and
any I € 7, there is some g € P such that ¢ IF “A_ is infinite”, where

A = {k<w' HEGIk:pZGGFH > e
a ' 1| '

ISee [Bla68].
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Chapter 6 Open problems and future work

2. Pis p-pt-linked, if there exists a sequence (Q,: « < u) such that, for any o < p, @, is a
pt-linked subset of Pand PP = J,,_, Q-

3. We say that P is x-pt-Knaster, if for any A € [[P]*, there exists some ) € [A]" such that @)
is pt-linked in P.

Notice that, if G is complete for (7, k), then any iteration in Iy (k, G) is pt-Fr-Knaster and, it is not
difficult to prove that k-pt-Knaster implies x-Fr-linked.

So, a question that arises from the results proved in Chapter 5 is the following:

Open Problem 6.1.2. Let « be an uncountable regular cardinal. Assume that P is x-pt-Knaster. If
F C Qs strongly x-S-unbounded and |F'| > &, then IFp“F is strongly x-S-unbounded”.

6.2 Separations of Cichon’s diagram with cov(/\) singular

Now, motivated by the results obtained in Section 5.7, we present some open questions related to
Cichoni’s diagram with some singular values:

Open Problem 6.2.1. It is possible to force Cichori’s maximum with cov(A) singular?

Open Problem 6.2.2. In the context of Theorem 5.7.3, when \ is singular and x < cf()), is it
possible to decide whether non(M) = X or non(M) = A1?

More generally:

Open Problem 6.2.3. Under the assumptions of Theorem 5.7.3, if 1 € [AT, x] is a regular cardinal,
can we build a finite support iteration to force the separation given in Figure 6.1?

cov(N) —+—— non(M) ——— cof (M) —— cof (N) —— ¢

Ny +— add(NV) —+— add(M) ——— cov(M) ——— non(N)

Figure 6.1: A separation of the left side of Cichon’s diagram with cov(N') possible singular.

Open Problem 6.2.4. Is it possible to separate the left side of the diagram with cov(N') and
non(M) singular?
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6.3. Future work

Notice that, Open Problem 6.2.4 is equivalent to finding a finite support method to force non(M)
singular, which is unknown.

Thanks to unpublished work by Martin Goldstern, Jakob Kellner, Diego Mejia and Saharon Shelah,
it is known that, using large cardinals, one can force the right hand side of Cichoni’s diagram with
singular values, so:

Open Problem 6.2.5. Is it possible, without using large cardinals, to force a separation of the right
hand side of Cichont’s diagram with singular values?

Finally, in [BCM21], two-dimensional iterations with ultrafilters were considered to separate the
left side of the diagram and additionally some cardinals on the right side. Since in Section 3.2,
we saw that there are connections between finitely additive measures and ultrafilters, the following
question arises:

Open Problem 6.2.6. Is it possible to construct a theory of two-dimensional iterated forcing with
finitely additive measures?

6.3 Future work

We hope that the presentation and development of the new formalization of the iterated forcing with
finitely additive measures method will facilitate its understanding and encourage future research in
applications of the method. While we know that some of the open problems raised in the previous
section are very difficult and it is very ambitious to tackle some of them, we intend that these
problems will be the basis of a future doctoral thesis.
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