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Abstract

We propose a computational justice model for resource distribution in ad hoc networks using socially inspired computing and agent-based modeling. Ad hoc networks are self-organizing systems in which there is no central controller or other orchestration forms. Therefore, it is not possible to use distribution methods designed for centralized systems that require complete information and where the resource distribution aims to optimize the performance of the whole system without considering the individual goals of the participants. In this work, we used socially inspired computing to formulate a distribution method using stochastic games, institutions, distributive justice, and adaptative computing. We analyzed our proposal through simulation and compared its performance with previous works. The result showed how a distribution method based on computational justice is a potential solution for facing the distribution problem in ad hoc networks. Additionally, we implemented a multi-agent system to evaluate this proposal in a real system and to provide an easy and low-cost platform for developing ad hoc network applications.
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1. Introduction

The design and development of future communications networks call for a careful examination of biological and social systems. New technological developments like self-driving cars, wireless sensor networks, drones swarm, Internet of Things, Big Data, and Blockchain are promoting an integration process that will bring together all those technologies in a large-scale heterogeneous network. Most of the challenges related to these new developments cannot be faced using traditional approaches, and require to explore novel paradigms for building computational mechanisms that allow us to face the emergent complexity of these new technological applications.

Furthermore, there is a trend towards the automation of self-organizing networks in which users can be both producers and consumers of resources. For example, in ad hoc networks, energy grids, and sensor networks, there is no centralized controller or other orchestration forms. Instead, the system requires to reach a social agreement to collectivize and allocate the resources of the system. This trend imposes new conditions for facing the distribution problem in self-organizing environments. Since users contribute with their resources, they should be able to use the resources contributed by others. Therefore, the allocation methods need to consider not only the requirements from the system perspective but also the individual goals of each participant. Additionally, this process is too fast, frequent, and complex to be performed by a human operator, requiring a computational approach to face it in the context of self-organizing networks.

Consequently, fairness and computational justice arise as an interdisciplinary research area which is usually related to the allocation of resources. In particular, these models are responsible for distributing the benefits and charges of social cooperation in artificial systems. Although the notion of justice is frequently used in our normal activities, it is difficult to reach a universally accepted definition. This concept is subjective and may be dependent on the context of a social group. Moreover, the analysis of the distribution problem based on the tragedy of the common leads us to the question of how to manage common resources to avoid social dilemmas. Any solution requires an understanding of which processes drive human cooperation and how institutions and norms can be used to promote positive behaviors in a social system.
There are two different approaches of computational justice. First, classical engineering approaches that use objective functions to optimize or evaluate the allocation of resources regarding a set of parameters. However, although there is a diversity of models, they neither provide a well-defined method to achieve a fair distribution process nor are prepared to deal with autonomous entities. The majority of the proposals were developed for centralized systems and require complete information to compute a fairness measure. These approaches are not suitable for facing the distribution problem in self-organizing open systems like ad hoc networks in which distributed control, incomplete information, and uncertain environments are intrinsic aspects of the network operation. Second, socially inspired computing approach which uses social concepts like institutions, distributive justice, and cooperation to create allocation methods based on the behavior of human society. Despite there is no direct application of socially inspiring computing in communication systems, they provide a set of principles that can be used to face the distribution problem in the context of ad hoc networks.

In this work, we argue that it is possible to deal with distribution problems in ad hoc networks using a combination of socially inspired computing and agent-based modeling. This proposal is comprised of: (a) the Ostrom’s principles for enduring institutions; (b) a cooperation model based on stochastic games; (c) the Rescher’s approach of distributive justice; and (d) adaptation mechanisms through voting systems and genetic algorithms. We take as reference the model introduced in [1]. Essentially, the similarities between the previous works and ours are the Ostrom’s approach for institutional analysis and the use of the Rescher theory of distributive justice. However, the cooperation patterns based on stochastic games and the use of genetic algorithms as an adaptation mechanism are totally different. Furthermore, we implemented a multi-agent system using self-organization as a design principle in order to provide an easy and low-cost platform for developing ad hoc networks and also evaluate this proposal in a real system.

1.1. Objectives

To create a computational model based on the concepts of distributive justice that allows us to determine the allocation of resources associated with cooperation processes in ad hoc networks.

- To determine the necessary conditions for distributive justice in ad hoc networks through a systematic literature review.
- To model a knowledge base through a formal language that allows us to represent and reason about the set of established principles.
To implement the knowledge base in order to determine the distribution of resources in an ad hoc network.

- To verify the operation of the proposed model in at least two test scenarios.

## 1.2. Our contributions

In this thesis, we proposed a computational justice model for ad hoc networks using the agent paradigm and socially inspiring computing. Our initial motivation for this is based on the fact that in the context of ad hoc networks, there are neither direct application of socially inspiring computing nor suitable computational justice models for facing the distribution problem. This work is organized in four main chapters in which the different stages of the research are presented. In particular, the contributions of each chapter are described below:

- In chapter 2, we have showed that is possible to use biologically and socially inspired computing for building communications systems. We argue that an abstract analysis of biological and social phenomena can be made to create a conceptual framework for developing a new kind of networking technology. Biologically inspired computing can be used for achieving efficient and scalable networking under uncertain conditions, and socially inspired computing for solving problems through collective actions. Furthermore, we introduced a general method for developing these kind of models and showed how the expected features of the next generation of communications networks turn centralized control into an impractical solution.

- In chapter 3, the distribution problem, cooperation patterns, and some application of common-pool resources were introduced to evaluate their applicability in the context of ad hoc networks. We overview and compare the current models for fairness and computational justice through qualitative analysis. Two different approaches were presented: first, the classical engineering approach, which usually uses a set of measures (quantitative or qualitative) to assess a resource allocation according to a set of parameters. Second, socially inspired computing approach which uses social concepts like institutions, distributive justice, and cooperation to create allocation methods based on the behavior of human society. We present a state-of-the-art of both approaches in the context of communication systems.

- In chapter 4, we proved that it is possible to deal with the distribution problem in ad hoc networks using a combination of socially inspired computing and agent-based modeling. In particular, this proposal is composed of: the Ostrom’s approach for institutional analysis, cooperation patterns through stochastic games, the Rescher’s idea of distributive justice, and adaptive mechanisms through voting systems and genetic algorithms. The result showed how an allocation process based on computational justice is
an alternative to face the distribution problem in environments formed by autonomous agents. It is important to mention that this work was developed on the foundation of self-organizing electronic institutions established by Pitt et al. [1], in which they showed the potential value of the distributive justice and social institutions as part of the future technological systems. Also, we used a variation of the equality canon of justice that allows to improve the response of our proposal to selfish behaviors in the system.

- In chapter 5, we overview some of the most significant applications of the ad hoc networks and their connection with the agent paradigm. Two different approaches for creating artificial agents were presented: first, the functional approach that allows us to model and implement different types of behavior based on the observed actions of the agents. Second, the Sartrean model, which provides us a structural perspective based on biologically and socially inspired computing. Additionally, we implement a multi-agent system as a computational framework for developing ad hoc network applications based on the agent paradigm. We aim to provide an easy and low-cost platform for implementing ad hoc networks using self-organization as a design principle.

Some contents of this thesis have already been presented in [2, 3, 4, 5, 6, 7, 8, 9] and also there are some papers in evaluation process. Each chapter was written with the intention of becoming a research article.

1.3. Chapters organization

This thesis is organized as follows; this introduction describes the research problem and shows its significance in the context of ad hoc networks. Also, the objectives and the thesis contributions are presented. Chapter 2 shows an overview of the challenges of communication systems and explains how control paradigms have evolved in the last decades. Additionally, we introduce a general method for developing computational models based on biologically and socially inspired computing. Chapter 3 describes the distribution problem and presents related work regarding fairness and computational justice in the context of communication systems. Chapter 4 presents our proposal. A computational justice model based on the Ostrom institutional approach, stochastic games, and adaptative techniques is introduced and evaluated through simulation analysis. Chapter 5, describe a multi-agent system implementation as a framework for developing applications for ad hoc network through the agent paradigm. Chapter 6 presents both the conclusions and some guidelines for future research.
2. Socially and biologically inspired computing for self-organizing networks

2.1. Introduction

During the last decades, the number of services and technologies available for networking applications has increased significantly. These developments have shown a direct relationship with different aspects of human society like the economy, education, politics, and quality of life. Computational devices seem to be ubiquitous and are present in almost all aspects of our daily activities. This trend is promoting a technological integration that has already gone beyond what traditional networking paradigms can do regarding scalability, dynamic environments, heterogeneity, and collaborative operation. Consequently, these conditions impose several challenges for building the future networking technologies and show the need to explore new engineering approaches.

The future communication systems will be composed of ubiquitous and self-operating devices that will transform our immediate environment into an intelligent computational system. New technological developments like self-driving cars, wireless sensor networks, drones swarm, Internet of Things, Big Data, and Blockchain are promoting an integration process that will bring together all these technologies in a large-scale heterogeneous network. All these applications involve a set of autonomous components (with possibly conflicting goals) interacting asynchronously, in parallel, and peer-to-peer without a centralized controller. They should be easily accessible by users and operate with minimum human intervention.

Accordingly, all computational devices should be able to operate autonomously and collaborate with others to offer services through collective actions. The future communication networks will require high levels of self-organization for both, face challenges related to scalability, heterogeneity, and for minimizing centralized control and human intervention during the processes of planning, deployment, and optimization of the network. Indeed, these requirements cannot be faced using traditional approaches because they are not able to manage
scale, heterogeneity, and complexity of the future networking applications, and as a result, it is necessary to explore novel paradigms for designing and implementing new models that can operate under those conditions.

In this chapter, we aim to introduce and overview the biologically and socially inspired computing used as technological solutions in networking and artificial systems. The principal idea is to show that it is possible to create analogies between living and artificial systems that enable us to inspire mimetic solutions (biological, social, economic or political) and translate those principles into engineering artifacts. Living systems show desirable properties like adaptation, robustness, self-organization, and learning, all of them required to handle the complexity of the future networking systems. In this regard, we can analyze biological and social phenomena as a source of inspiration for new technological developments; biologically inspired computing for achieving efficient and scalable networking under uncertain environments, and socially inspired computing for increasing the capacity of a system for solving problems through collective actions. In this work, we expect to provide a better comprehension of the opportunities offered by these models and encourage other researchers to explore these approaches as part of their future work.

The rest of this chapter is organized as follows: in Section 2.2 we present a historical review of the scientifical and technological development of communication systems. In Section 2.3, we summarize the most challenging issues of the next generation of communication networks from the perspective of biologically and socially inspired computing. Section 2.4 introduces a general method for developing these models; the main idea is to expose how to create a technological solution from properties and behaviors observed in living systems. Section 3.6 concludes the chapter.

2.2. Self-organizing communication networks: a historical review

In this Section, the need for using self-organization as a control paradigm for the next generation of communication networks is discussed. First, we provided a historical review of the scientific paradigms used for studying and building communications systems. Second, we show complexity signs related to traffic, topologies, and chaotic behaviors because of interactions among users, nodes, and applications. Third, a comparison of the current control and management paradigms used for designing, controlling, and developing artificial systems is presented. Finally, we depict some properties required for the future communications systems based on self-organizing properties.
2.2.1. **Scientific paradigms in communications networks development**

Traditionally, the scientific paradigm used for communications networks development has been reductionism. Engineers conceived communication systems as a hierarchical structure that allows offer services through protocols and distributed algorithms; each layer was studied individually, and a communication interface among them was used to provide functionalities during the network operation [10]. Devices, protocols, and applications were designed separately, and linear behavior in the whole system was expected. This idea arose from the first mathematical models used for planning and dimensioning communications systems, in which engineers used stochastic models and queue theory to compute the average traffic and assign resources according to the users' demands [11, 12]. This approach played an essential role in traditional telephone networks in which there was only one service, and the performance required for all users was the same. Thus, it was easy to combine traffic flows and take advantage of their homogeneous features for analytical purposes. However, an increasing amount of networking technologies and also more complex software applications changed the linear behavior expected inside communications networks [13].

During the last decades, an integration of services and technologies available for networking applications has occurred. Nowadays, it is possible to find data transfer, online games, video, email, e-commerce, and browsing, working on the same network infrastructure [14]. Also, we can find different transmission technologies like wired connections, optical fiber, IEEE 802.11, WiMAX or Bluetooth, and the performance required for each application (bandwidth, delay, and error handling) is different every case [15]. As a consequence, this increasing number of services and technologies changed the design principle on which engineers based the networking development: linearity. Communication networks do not have linear behaviors anymore, and it is needed to analyze them as complex systems if we want to design algorithms and control mechanisms capable of operating in a dynamic environment with non-linear properties [16, 17].

2.2.2. **Complexity signs: self-similar traffic, chaos and scale-free topologies**

Because of technologies and services integration, communications networks started showing complexity signs like self-similar traffic, chaotic behaviors, and scale-free topologies. Although none of these properties were in the initial conceptual framework used by engineers for design and building communications systems, nowadays, there is enough evidence to consider them as an inherent part of the communication networks. A brief overview of these complexity signs is exposed below.
2.2 Self-organizing communication networks: a historical review

Usually, traffic is modeled as a stochastic process that shows the amount of data moving across a network and establishes a measure to represent the demand that users imposed on the network resources. Both requests per time unit and the incoming packets have been modeled as sequences of independent random variables (call duration, packet lengths, file sizes, etc.) to make easier their analytical treatment \[12\]. However, the correlation among these variables persists through several time scales and has a significant impact on the network performance \[18\] \[19\]. It is important to mention that self-similarity is not a property of traffic sources; it arises as emergent behavior from interactions among users, applications, and networking protocols. Besides, traditional traffic models based on Poisson processes has proven not to be suitable to describe traffic patterns in modern communications networks \[11\] \[20\].

Similarly, chaotic behaviors take place in dynamical systems that are high-sensitivity to initial conditions; small differences in the system states can produce a significant number of different outcomes. Chaos theory studies these behaviors and tries to deal with the apparent randomness present in strange attractors, feedback loops, and self-similarity. For example, in communications networks, this behavior appears through interactions between TCP protocol and the RED algorithm used for queue management \[21\]. Other examples are presented in \[22\] in which chaos appears in the profile of daily peak hour call arrival and daily call drop of a sub-urban local mobile switching center or in which chaotic patterns serve as a mobility model for an ad hoc network \[23\]. More examples can be found in \[24\] \[25\] \[26\].

Finally, the scale-free property is another complexity sign that suggests self-similarity patterns in terms of the network topology \[27\]. The structure of the network has nodes with more connections than others, and it follows a power-law distribution. This pattern was found in the late 1990s when a part of the World Wide Web was mapped in a moment of internet connection \[28\]. This phenomenon could be explained by analyzing the evolution of communications networks in terms of their physical and logical topologies according to the preferential connectivity principle \[29\]. If a web page is created, it is reasonable to assume that links to highly connected sites like Google, social networks, services companies, etc., will be added. Also, the physical topology of the internet is defined by the economic and technological requirements of Internet Service Providers (ISP) \[20\].

2.2.3. Control paradigms evolution

All artificial systems, including communications networks, use management, and control processes to regulate their behaviors. The management process consists of manipulating subsystems, parameter updates, and verify the system state. On the other hand, control is about
feedback and run-time control according to variations in the environment. Both processes define the routines to maintain, operate, and adapt the system during operation time. Figure 2-1 shows a historical review of the current control paradigms for artificial systems [13, 18].

Initially, communications networks were composed of a single device and some remote terminals. There was a single control process, and all parameters required for the network operation, e.g., addresses, access privileges, and resources were pre-configured by default. Changes in topology and applications were possible but required a complete manual configuration of the system [18]. Figure 2-1a presents an example of these control paradigm through a hierarchical architecture; the root shows the control process and the leaves the subsystems it can handle. For instance, traditional telephone networks and client/server applications are classic examples of this approach [11]. Even though there are others control schemes, centralized systems are still the preferred solution due to its simplicity and effectiveness; if only a few well-known subsystems have to be managed, there is no need for the high computational cost of distributed algorithms or possibly less deterministic self-organizing methods [30, 31].

The next paradigm is the distributed control [32, 13]. Distributed systems are composed of a set of independent nodes that works as a single coherent system. In this case, a logical abstraction is deployed as middleware in each device to hide the internal structure and the communication process for the application layer. Figure 2-1b shows a scheme for this paradigm. Although the control process works in a centralized way, it is possible to locate it dynamically inside any node to improve the fault tolerance and achieve better use of the resources. Cellular networks, distributed databases [33], orchestration software [34], and multi-agent systems like JADE [35] are examples of this control paradigm. Distributed systems offer several advantages to operate and combine resources from different nodes. Ho-
2.2 Self-organizing communication networks: a historical review

However, some issues like impossible synchronization and overhead for resource management show the limits of this approach \[36, 13\]. The need to maintain complete information about the system state and handle changes related to configuration and topology is an expensive computational task in highly dynamic environments \[13\].

Finally, we have self-organizing systems \[31, 16\]. In this approach, the management and control process is completely distributed, i.e., each sub-system has its own control process. The functionalities and the system structure arise as emergent behaviors from interactions among elements. Similarly, the goals of the system should not be designed, programmed, or controlled by default; the components should interact with each other until they reach the expected configuration. Self-organizing control is flexible, adaptive, robust, and scalable; it does not need perfect coordination and can operate in dynamic environments \[37\]. Since each component is autonomous, it is necessary to develop additional mechanisms to promote cooperation, coordination, and synchronization among the system components. It is important to mention that self-organization is not a human invention; it is a natural principle that has been used for designing, building, and controlling artificial systems, and face limitations of centralized and distributed approaches \[13\]. Examples of this control paradigm can be found in Smart Grids \[38\], communication networks \[39\], transportation systems \[40\], and logistical processes \[41\].

Although self-organization increases scalability, it also causes less deterministic behaviors. The system predictability is reduced due to self-organized control. Nevertheless, this is not a real disadvantage in a dynamic system with non-linear properties in which an approximate solution can be useful. Additionally, we are in a transition process from distributed to self-organizing systems due to changes in the network architectures, new computational technologies, and the need to build large-scale communication systems \[15, 14\]. To sum up, Table 2-1 describes the relationship between resources and control according to the different paradigms presented above.

2.2.4. Current self-organizing communications networks

The increasing use of mobile devices, pervasive computing, wireless sensor networks (WSNs), and cloud computing establish new requirements for future communications systems (See Section 2.3). New applications like self-driving cars \[42\], drones swarm \[43\], Internet of Things \[44\], Big Data and Blockchain \[45\] are promoting a technological integration that will bring together all these applications in a large scale heterogeneous network. As a result, the future networking applications will require high levels of self-organization for both, face challenges related to scalability, heterogeneity, and dynamic environments, and minimize centralized control and human intervention during the processes of planning, deployment,
Table 2-1: Control vs resources: a comparison for artificial systems.

<table>
<thead>
<tr>
<th>Control paradigms for artificial systems</th>
<th>Resources</th>
<th>Centralized</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centralized Systems</td>
<td>Resources</td>
<td>Centralized</td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>Centralized</td>
</tr>
<tr>
<td>Distributed systems</td>
<td>Resources</td>
<td>Distributed</td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>Centralized</td>
</tr>
<tr>
<td>Self-Organizing systems</td>
<td>Resources</td>
<td>Distributed</td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>Distributed</td>
</tr>
</tbody>
</table>

and optimization of the network. These challenges may be faced through a set of networking functionalities based on self-organizing properties [46, 14, 15]:

- **Self-configuration**: in this context, configuration refers to how the network is set up. Nodes and applications should configure and reconfigure themselves automatically under any predictable or unpredictable condition with minimum human intervention. Self-configuration expects to reduce the effects of networking dynamics to users.

- **Self-deployment**: preparation, installation, authentication, and verification of every new network node. It includes all procedures to bring a new node or applications into operation. Also, self-deployment try to find strategies to improve both coverage and resource management in networking tasks.

- **Self-optimization**: it refers to the use of measurements and performance indicators to optimize the local parameters according to global objectives. It is a process in which the network settings are autonomously and continuously adapted to the network environment regarding topology, resources, and users.

- **Self-healing**: execution of routines that keep the network in the steady-state and prevent problems from arising. These methods can change the configuration and operational parameters of the overall system to compensate for failures.

### 2.3. Networking challenges

Indeed, the majority of the requirements for the next generation of communication networks cannot be faced using traditional approaches [17, 14, 31]. In this Section, we present some of those challenges and their possible relationship with biological and social phenomena. It is important to mention that this Section is not a full reference of challenges in networking but could be seen as a list we can address through biologically and socially inspired computing.
2.3 Networking challenges

2.3.1. Scalability

One of the most desirable properties in communication networks is the capacity to increase the network size and be able to receive new nodes and applications without affecting the quality of the services [5]. This property, known as scalability, is one of the leading challenges in protocols design, and it is a requirement for building large-scale communication systems. Scalability can be measured regarding applications, users, physical resources, and the network’s ability to react correctly to unexpected conditions [36]. For example, wireless sensor networks usually need to collect data from several hundred sensors, and during this process the capacity of the network can be easily exceeded, causing loss of packets, low network reliability, and routing problems [48].

Furthermore, the decision process required to operate a large-scale network is too fast, too frequent, and too complex for being handled by human operators. As a result, network components need to self-organize by themselves across different scales of time and space to adapt their behavior to any variation in the network size [31 49]. Fortunately, there are many biological and social systems with self-organization mechanisms we can learn from to inspire the design of scalable systems [50]. For instance, data dissemination based on epidemic spreading [47], routing protocols based on Ant Colony Optimization (ACO) [51], and trust and reputation models for controlling free-riders may help to face challenges related to large-scale networking [52].

2.3.2. Dynamic nature

Unlike traditional communication networks in which infrastructure and applications were static, the future networking schemes will be highly dynamic regarding devices, users, resources, and operating conditions [39 14]. For example, the network topology may change according to different mobility patterns, and applications will need different levels of performance concerning bandwidth, delay, and error handling [53]. Also, cognitive radio allows us to configure the spectrum dynamically through overlapping spectrum bands, and users may decide what will be their role in the network due to the absence of centralized control [54]. Additionally, the increasing autonomy in the network components may cause unexpected behaviors, turning into a difficult task to predict the temporal evolution of the system. Under these conditions, self-organizing protocols are essential to improve adaptation, robustness, and face challenges related to highly dynamic environments [18 31].
2.3.3. Need for infrastructureless and autonomous operation

The current levels of heterogeneity in communication systems in terms of users, devices, and services become centralized control, an impractical solution [18, 14]. Moreover, there is another trend towards automation in which networking applications require to operate with minimum human intervention. For example, drone swarm [43], delay-tolerant networks [55], sensor networks [48], and cognitive radio [39], demand networking protocols that can operate without centralized control, recover from failures, and deal with highly dynamic environments. In order to address these needs, networking protocols could be equipped with self-organizing mechanisms observed in biological and social systems to develop autonomous applications and decrease the level of centralized control required for the network operation [47, 56].

2.3.4. Heterogeneous architectures

Future communications networks require integrating several technologies through internet-based platforms. Given the diverse range of networking components and the numerous interactions among them, it is reasonable to expect complex global behaviors. The next generation of networking applications will be composed of WSNs, ad hoc networks, wireless fidelity networks, VANETs, etc., all of them working on a large-scale communication system. [15, 14]. For instance, one of the emerging and challenging future networking architectures is the Internet of things (IoT) [57]. This paradigm includes the pervasive presence of network devices that through wireless connections, can communicate among them and transform our immediate environment into an intelligent large-scale computational system. Also, Wireless Mesh Networks and WiMAX are expected to be composed of heterogeneous devices and protocols [39].

Heterogeneity needs to be understood, modeled, and managed regarding technologies, users, and applications if we want to take advantage of large-scale heterogeneous networks [47]. Therefore, we can analyze living systems with high levels of heterogeneity and use them to inspire technological solutions. For example, biological and social phenomena show stable behaviors through the cooperation of a heterogeneous set of subsystems, e.g., nervous system, immune system, and normative social systems. This functionality is called homeostasis and can be used for designing computational mechanisms to face challenges related to heterogeneity [58].

2.3.5. Solving problems through collective actions

A standard requirement in self-organizing communication networks is to produce coordination, cooperation, and synchronization among the network components to achieve individual
and collective goals. This process can be understood as a requirement to solve problems through collective actions, in which the accomplishment of tasks depends on interaction and interoperation of unreliable and conflicting components [59]. Likewise, due to the absence of centralized control, the network is instead relying on self-organization mechanisms to produce the system functionalities. These models are useful for resource provisioning in grid computing [60], cooperation in mobile clouds [61], platooning in vehicular networks [62] and coordination in drone swarms [43].

Collective actions are necessary to construct new levels of social organization; multicellular organisms, social insects, and human society use it to take advantage of skills and knowledge of others to achieve collective benefits [63]. Although this is a common phenomenon in living systems, it is important to mention that human society has more complex collective action patterns than other species, and we can use them as a source of inspiration for engineering developments. For example, computational justice models could be used for appropriation and distribution of resources in mobile clouds, and ad hoc networks [60], cooperation models for controlling free-riders, and promote collaborative work among network components [52]. Also, collective behaviors from biological systems like firefly synchronization and swarm intelligence could improve routing and network optimization [31, 47].

2.3.6. Appropriation and distribution of resources

One advantage offered by the next generation of communication networks is the opportunity to share resources among nodes, users, and services through the combination of wireless technologies, mobile devices, and the network capacity to operate as a self-organizing system. For example, a mobile cloud allows to exploit distributed resources inside a network if they are wirelessly connected; energy, storage, communication interfaces, and software applications can be exchanged, moved, augmented and combined in novel ways [61]. Also, grid and cloud computing provided an infrastructure based on common-pool resources to support on-demand computing applications [60]. As a consequence, optimal mechanisms for resource appropriation and distribution are required [64 65]. This process may be in a stochastic or deterministic manner, and the network components need to self-organize themselves to achieve a distributed resources operation. In this regard, several challenges related to how to carry out a sustainable cooperation process in environments composed of potentially selfish components arise. One solution could use electronic institutions and social capital as a way to increase the capacity of the network to use collective actions. Applications of this approach can be found in Smart Grids [66], VANET’s [67], and multi-agent systems [68].
2.3.7. Security and privacy

Since the networks become flexible, attackers can get sensitive information analyzing the messages embedded in communications channels and relay nodes [15]. Also, according to mobility patterns, the network topology may change in dynamical and unpredictable ways changing routing tables and increasing the risks of exposing crucial private information [14]. As a result, there are several security challenges, such as a denial of service, black hole, resource consumption, location disclosure, wormhole, and interference [39]. For instance, the future internet of things will transfer a significant amount of private information through wireless channels, and security protocols need to defend malicious attacks to provide a relatively secure network environment [69]. One solution could use game theory to address situations where multiple players with contradictory goals or incentives compete among them. Many biological and social systems have inspired solutions to deal with security and privacy issues. For example, artificial immune systems for anomaly and misbehavior detection and trust and reputations models to control free-riders and selfish behaviors [17].
2.4 Biological and social computing inspiring self-organizing networks design

One purpose of this work is to introduce and overview the biologically and socially inspired models used as technological solutions in networking and artificial systems. The main idea is to show how an abstract analysis of living systems (biological, social, economic, or political) can be made to develop computational models that may provide a suitable conceptual framework for technological developments. According to this purpose, this Section is organized as follows: first, we present a general method for developing computational models inspired by biological and social phenomena. Second, we try to classify them and present some selected examples to motivate their applications in the current networking developments. Finally, we depict the need for both biologically and socially inspired computing in the next generation of communications systems.

2.4.1. A general methodology

The modeling approach presented below should not be seen as a general principle, but it may work as a guideline to design algorithms and protocols for artificial systems. It is essential to mention that the proposed steps are not new and have been used by many researchers during the last years [70, 71, 72, 47, 73]. However, we try to take the essential parts of the approaches presented by Dressler for biologically inspired networking [47], Pitt for socially inspired computing [56], and Gershenson for designing and controlling of self-organizing systems [31]. Our aim is to show the necessary steps for developing biologically and socially inspired models, and also present how they may have a remarkable impact on technological developments. Figure 2-2 presents the steps included in this methodology. It starts with the required system functionality, i.e., what the system should do, and enables the designer to produce a protocol or an algorithm that fulfills those requirements. Also, it is not necessary to follow these steps in order; according to the designer’s needs, it is possible to return to an early step to make any necessary adjustments.

Identification of analogies between living and artificial systems

In the first step, an analogy between living and technological systems must be made to identify similar patterns that help to understand and propose new computational solutions [47, 56]. Analogies are the tools of the comprehension; people understand new concepts by relating them to what they already knew [74]. If we chose the right analogy, the model reaches a level of abstraction that allows people foreign to the problem, get a better understanding through a well-known vocabulary. Also, create analogies among different systems will enable us to inspire mimetic solutions (biological, social, economic, or political) and translate those...
principles into engineering artifacts. However, analogies could have a limitation regarding expressiveness; using a specific description to represent a problem, may limit its comprehension if the analogy is not good enough. Therefore, you can not use every analogy you know; it is necessary to master the selection process to get access to new interpretation tools.

**Representation**

In this step, a pre-formal representation that relates the observed biological or social phenomenon with a technological problem is developed. The designer should always remember the distinction between the model and the modeled; there are many representations of a system, and it is not possible to say one is better than another independently of a context \[31, 56\]. Similarly, the initial representation can be made in natural language or through any tool that allows us to describe variables, abstraction levels, granularity, and interactions among components.

Although there is a wide diversity of systems, we can use a general method for developing an initial representation \[31\]. First, we need to divide the systems into components and identify their internal goals. Second, since the number of components may increase the complexity of the model, we should group them according to their dynamic, and analyze the most important based on the problem requirements. Finally, the designer should consider at least two abstraction levels to capture emergent properties and possible collectives behaviors. Nevertheless, if the initial description has just a few elements, probably the system is predictable, and we could get a better understanding through traditional approaches \[16\].

**Modelling**

In science and engineering, models should be as simple as possible and predict as much as possible; they should provide a better understanding of problems and not complicate them unnecessarily \[31, 73, 76\]. Also, the quality of the model is related to the analogies we chose to describe the system; if the model becomes impractical, the selected representation should be carefully revised \[74\]. Implementation issues should not drive this stage because its primary goal is to achieve a clear understanding of the problem through a formal analysis of biological and social phenomena.

Furthermore, this stage should specify a control paradigm that ensures the expected behavior of the system. Since we are interested in self-organizing properties, the control mechanisms need to be internal and distributed. Given these conditions, several approaches like action languages, modal logic, game theory, and agent-based modeling have been extensively used to model complex systems and may help during this process. Finally, the expected result of
this stage is a formal characterization that will enable us to translate biological and social principles into computational protocols [56].

**Application**

This step aims both to translate the current model into computational routines, and tune its parameters through different test scenarios. This process should be made from general to particular. Usually, little details take time to develop, and sometimes we will require an ideal scenario to test the central concepts involved in the model (for example, through simulation techniques) [31, 75]. Particular details can influence the system behavior, and they should not be included meanwhile their mechanisms and effects are not understood. According to the application results, modeling and representation stages should be improved.

Moreover, to get algorithms or protocols with acceptable computational tractability, probably we need some degree of simplification in the concepts involved in the model. However, it is a good practice to get as transparent as possible an idea of what is going to be simplified; any simplification that needs to be done should be carried out carefully with the purpose of not to dismiss essential parts of the model [56]. In an ideal scenario, the application stage should not be constrained by considerations of computational tractability.

**Performance evaluation**

The purpose of this step is to measure and compare the performance of resulting algorithms or protocols with the performance of previous results. This is an essential part of the method because it allows us to integrate our results with the current scientifical and engineering developments. Also, if the system has multiple designers, they should agree on the expected functionality of the system [31, 47]. According to the performance evaluation, the efforts to improve the model should continue as long as possible and even return to an early step to make any necessary adjustments.

**2.4.2. Classification and categorizations**

Most of the proposed solutions for self-organizing networks are based on biologically inspired computing, and they have successfully solved problems related to routing, synchronization, security, and coordination [47]. However, there is a new kind of socially inspired computing coming up; human society has many self-organizing mechanisms that we can learn from to enhance the capacity of artificial systems to solve problems through collective actions [50, 49, 59]. Not only these models are useful to face the tension between the individual and collective rationality, but also they help to answer questions like: are the cooperation processes sustainable? Is the resource distribution efficient and fair? Can a set of rules evolve
Biologically inspired computing

Biological systems exhibit a wide range of desirable characteristics, such as evolution, adaptation, fault tolerance, and self-organizing behaviors. These properties are difficult to produce using traditional approaches, and make it necessary to consider new methods [111]. Thus, the purpose of biologically inspired computing is design algorithms and protocols based on biological behaviors that allow artificial systems to face challenges related to optimization, collective behavior, pattern recognition, and uncertain environments [112, 113]. Typical examples of these models can be found in swarm intelligence, firefly synchronization, and evolutionary algorithms [47, 114]. Table 2-2 shows a summary of biologically inspired models successfully used in networking.

Furthermore, if we analyze living organisms, three different organization levels are found: Phylogeny (P), Ontogeny (O), and Epigenesis (E) [115]. First, Phylogeny is related to the temporal evolution of the genetic program. This process is fundamentally non-deterministic and gives rise to the emergence of new organisms through recombination and mutation of the genetic code. Second, Ontogeny is related to the development of a single individual from its genetic material. Finally, Epigenesis is concerned about the learning process in which an autonomously in an artificial system? Socially inspired computing tries to answer these questions through a formal analysis of social phenomena. It is important to mention that neither all socially and biologically inspired models are related to self-organizing properties, nor all self-organizing behaviors arise from living systems. However, this work focus on computing models with distributed and internal control related to social and biological systems. An overview of these models is presented in the following subsections.

### Table 2-2.: Categorization of biologically inspired models

<table>
<thead>
<tr>
<th>Biological principle</th>
<th>Application fields in networking</th>
<th>POE</th>
<th>Selected references</th>
</tr>
</thead>
<tbody>
<tr>
<td>Swarm intelligence</td>
<td>Distributed search and optimization; routing in computer networks especially in MANETs, WSNs, and overlay networks; task and resource allocation</td>
<td>E</td>
<td>[77], [78], [79], [80], [81], [82], [83]</td>
</tr>
<tr>
<td>Firefly synchronization</td>
<td>Robust and fully distributed clock synchronization</td>
<td>E</td>
<td>[84], [85], [86], [87], [88], [89], [90]</td>
</tr>
<tr>
<td>Artificial immune system</td>
<td>Network security; anomaly and misbehavior detection</td>
<td>E</td>
<td>[91], [92], [93], [94], [95], [96], [97]</td>
</tr>
<tr>
<td>Epidemic spreading</td>
<td>Content distribution in computer networks (e.g. in DTNs); overlay networks; analysis of worm and virus spreading</td>
<td>PE</td>
<td>[98], [99], [100], [101], [102], [103], [104]</td>
</tr>
<tr>
<td>Evolutionary computing</td>
<td>Optimization, cooperation strategies, adaptation to dynamic conditions.</td>
<td>PO</td>
<td>[105], [106], [107], [108], [109], [110], [111]</td>
</tr>
</tbody>
</table>
organism can integrate information from the outside world through interactions with the environment. The distinction among these categories cannot be easily drawn and may be subject to discussion.

POE model can be used in the context of engineering to classify biologically inspired models and identify possible directions for future research \[113\]. We can understand the POE model as follows: Phylogeny involves evolution; Ontogeny involves development, and Epigenesis involves learning. In this regard, evolutionary computing can be seen as a simplified artificial counterpart of Phylogeny in nature. Multicellular automata, self-replicating, and self-healing software are based on ontogeny properties. For example, when a program can produce a copy of its code or regenerate parts of itself to compensate failures. Finally, artificial neural networks and artificial immune systems can be seen as examples of epigenetic processes. In Table 2-2 a classification of the biologically inspired models according to POE model is presented.

Socially inspired computing

Pitt, Jones, and Artikis introduced social inspired computing as a way to create mechanisms that allow artificial systems to solve problems through collective action \[56\]. Even though this is not the first attempt to use social models in computer science \[72, 73\], from the author’s knowledge is the first proposal that presents a systematic method to develop them. These models are useful in systems formed by a set of co-dependent components in which there is a tension between the individual and collective rationality \[133, 59\]. In such systems, the achievement of individual and collective goals depends on possible unreliable and conflicting components, interacting in the absence of centralized control or other orchestration forms.
Although biological processes are the foundation of social systems, they are not the core of sociability. Although both living organisms and societies can be considered as meta-systems, the difference between them is the level of autonomy in their components; while the units of an organism have little or no independence, those of social systems have a maximum level of autonomy. As a result, new kinds of self-organizing phenomena appear, and it is valuable to make a difference between biologically and socially inspired computing. On the other hand, human society has more complex social patterns than other species; cooperation, institutions, symbolic language, and justice could be useful to inspire computational mechanisms that allow us to translate these principles into technological artifacts [49, 72]. In Table 2-3, a summary of socially inspired models successfully used in ad hoc networks, smart grids, and multi-agent systems is presented.

2.4.3. The need for biological and social self-organizing approaches

The design and development of communication networks, as well as all self-organizing artificial systems, call for a careful examination of biological and social concepts. In this Section, we present the relationship between the networking challenges presented in Section 2.3 and
the biologically and socially inspired models that we may use to deal with them. Although both biological and social inspired models exhibit self-organizing patterns, in each case, their goals are different. Biologically inspired computing try to achieve efficient and scalable networking under uncertain environments, and socially inspired computing is useful for solving problems through collective behaviors. Therefore, the combination of these two approaches allows us to develop communication networks not only enough robust and adaptive to be able to operate in highly dynamic environments, but also with the capacity to use collective actions for solving complex problems. In Figure 2-3 the relationship between the biologically and socially inspired models and the networking challenges presented in Section 2.3 is shown.

In general terms, a self-organizing network is a dynamic system of many agents (which may represent nodes, services, applications, users) working in parallel, always acting and reacting to what the other agents are doing. The control process is highly dispersed and decentralized, and any expected behavior in the network needs to arise from competition, cooperation, or coordination among network components [134]. Biological and social systems have dealt with similar situations for thousands of years, and we can learn from them to develop new types of computational solutions. Although biologically inspired computing has been successfully used during the last years, at this moment, it is necessary to design technological artifacts able to solve problems through collective actions. Therefore, socially inspired computing turns into an opportunity for the next generation of artificial systems, giving us a route to include these properties in future engineering developments.

2.5. Conclusions

In this chapter, we have shown that it is possible to use biologically and socially inspired computing for building communications systems. We argue that an abstract analysis of biological and social phenomena can be made to create a conceptual framework for developing a new kind of networking technology. Biologically inspired computing can be used for achieving efficient and scalable networking under uncertain conditions and socially inspired computing for solving problems through collective actions. The combination of these two approaches enables us to develop communication networks not only enough robust and adaptive to operate in highly dynamic environments but also with the capacity to use collective behaviors for solving complex problems.

Furthermore, we showed the challenges of the next generation of communication networks from the perspective of biologically and socially inspired computing; we introduced a general method for developing these models. We presented an overview in tables 2-2 and 2-3. Also, we argue that the expected features of the next generation of communications networks be-
come centralized control an impractical solution, and as a result, self-organization will take an essential role in the future networking developments.

Despite the considerable amount of ongoing advances in biologically and socially inspired computing, the research community is still quite young. There are many challenges that we need to face if we want to integrate these models with emerging networking architectures. We expect this review will provide a better comprehension of the opportunities for biologically and socially inspired computing inside technological developments and encourage other researchers to explore these approaches as part of their future work.
3. Fairness and computational justice: related work

3.1. Introduction

There is a trend towards the automation of self-organizing networks in which users can be both producers and consumers of resources. For example, in ad hoc networks, energy grids, and sensor networks, there is no centralized controller or other orchestration forms. Instead, the system requires cooperation mechanisms to collectivize resources and reach a social agreement for using them [14, 5]. This trend is imposing new conditions to deal with the distribution problem in self-organizing environments. Since users contribute with their resources, they should be able to use the resources contributed by others for their benefit. Therefore, the allocation method needs to consider not only the requirements from the system perspective but also the individual goals of each participant. This process is too fast, frequent, and complex to be performed by a human operator, requiring a computational approach to face it in the context of self-organizing networks.

Consequently, fairness and computational justice arise as an interdisciplinary research area, which is usually related to the allocation of resources. In particular, these models are responsible for distributing the benefits and charges of social cooperation in artificial systems. Although the notion of justice is frequently used in our normal activities, it is difficult to reach a universally accepted definition. This concept is subjective and may be dependent on the context of a social group. Moreover, the analysis of the distribution problem based on the tragedy of the common leads us to the question of how to manage common resources to avoid social dilemmas. Any solution requires an understanding of which processes drive human cooperation and how institutions and norms can be used to promote positive behaviors in a social system. In this chapter, we overview the current approaches and applications of computational justice. We aim to identify the potential use of these models in the context of ad hoc network through a qualitative comparison of the different methods.

The rest of this chapter is organized as follows: Section 3.2 describe the different cooperation pattern and their relationship with common-pool resources. In Section 3.3, a detail
description of the distribution problem in the context of self-organized networks is presented. We mention the particular requirements of an allocation method in environments composed of autonomous agents in which there is no central controller or other orchestrations form. Section 3.4 overview the current approaches of fairness and computational justice and present a qualitative comparison of them. We analyze models based on classical optimization techniques and socially inspired computing. Finally, Section 3.6 conclude this chapter.

3.2. Cooperation patterns and common-pool resources

Cooperation is needed to produce new forms of social organization. It can be defined as a voluntary association in which every participant can freely decide about its actions and resources to obtain individual and collective benefits. Since users contribute to their resources such as energy, memory, and processing for the network benefit, they should be able to use the resources contributed by others to achieve their own goals. Indeed, it is essential to encourage the members of the system to participate in networking tasks because higher cooperation means a better network performance [135]. It is possible to classify cooperation patterns regarding the operating condition, the number of users, and the level of reciprocity in the system. Figure 3-1 show the possible cooperation patterns in the context of self-organizing systems. These scenarios could be more complicated if we use a combination of them; however, in this research, we analyze each case independently.

In personal networks, all computational resources are configured to accomplish the goals of a single user. The cooperation pattern is trivial because the network responds to a single agent, turning the optimization of resources into the most critical task. In private networks, there is an implicit relation of reciprocity, and all interactions are based on altruistic behaviors. Either in personal and private networks, the participants are willing to share their resources, and they do not need additional mechanisms for achieving cooperation. In contrast, public networks are composed of a set of unknown users who do not have a previous trust relationship. Thus, they require to define a mutually agreed set of rules to promote cooperation among them. In this work, we analyze cooperation patterns in the context of public networks due to their applicability in ad hoc networks and mobile clouds.

Accordingly, cooperation patterns in public networks can be divided into two categories: credit-based models and trust models. The first one is based on an economic incentive to promote interaction among network components. In such models, networking tasks are treated as services that can be charged to users through virtual currencies. Some representative proposals of this approach are presented in [136, 137]. Similarly, models based on trust and reputation can also deal with selfish behaviors. If a node does not cooperate with the network,
the assumed nodes, reciprocally, may deny cooperation in future interactions. The trust level is dynamic and evolves according to network changes. This behavior creates groups of users who can exploit computational resources through distributed computing [61, 4, 3]. The conditions required to achieve cooperation in self-organized systems have been widely studied by game theory, in which models of conflict and cooperation between rational decision-makers are formally analyzed.

It is essential to mention that cooperation may emerge even in scenarios in which agents do not have an initial cooperative strategy. Therefore, we need to analyze the conditions in which a game may become cooperative, unviable, or unprofitable [138]. For example, Tit for Tat (TFT) provides a well-known framework to achieve emergent cooperation based on the past behavior of other players. Nevertheless, even TFT may be defeated whether a large population of selfish nodes appears, or due to failures in message exchange [139, 140]. Furthermore, cooperation patterns of living systems (biological, social, political, and economic) have been analyzed for disciplines like philosophy, social science, and mathematics to inspire technological solutions for artificial systems. As part of the process of designing self-organizing open systems, it is needed to establish a set of rules that allow us to regulate the benefits of cooperation, in particular, the ones related to the distribution of common-pool resources [4, 3].
3.3. The distribution problem in self-organizing networks

To explain the significance of the distribution problem in technological developments and engineering, we will use a simple scenario in the context of the ad hoc networks and mobile clouds. One advantage offered by these technologies is the opportunity to share resources among nodes and users through the combination of wireless technologies, mobile devices, and the network capacity to operate as a self-organizing system. A mobile cloud is a cooperative arrangement of dynamically connected nodes sharing opportunistically computational resources. Energy, storage, communication interfaces, and software can be exchanged, moved, augmented, and combined in novel ways [61]. These applications arise due to the capability of the nodes to cooperate and share resources aiming to achieve a specific goal; resources like speakers, CPU, cameras, display, sensors, storage, and energy can be part of cooperation processes and used for achieving individual and collective purposes. Figure 3-2 shows the computational resources that can be used as part of the cooperation process and different approaches for combining them.

In such scenarios, all agents (nodes, users, or services) have some conception of value that represents what resources they require for achieving their goals; for instance, sunlight, information, CPU, memory, or energy. These requirements create a value system that describes any structure or process that agents can use to make choices and act to improve their status according to the system state. Given these conditions, it is necessary to consider two levels of analysis to understand the distribution problem: in the first place, the system level (or a macro-level) wherein all agents are all combined and can cooperate for achieving an overall successful outcome. At this level, we find properties like sustainability, system functionalities, fairness, or any measure that allows analyzing the system as a single unit. In the second
place, we have the agents level (or micro-level) wherein autonomous agents are pursuing their agendas according to a self-cost-benefit analysis; the agents’ strategies, goals, actions, and individual behaviors are found at this level.

For studying the distribution problem, it is essential to consider both levels of analysis because of the rules and dynamics that govern the whole (the system level), and those that govern the parts (the agent level) are not aligned. This condition creates a dynamic based on cooperation and competition in which individual rationality leads to collective irrationality, i.e., when the individually rational behavior leads to a situation in which everyone is worse off. These circumstances are known as social dilemmas. There are many scenarios in which agents need to face a situation of defecting or not each other in the presence of common goals [133]. Likewise, a group of agents facing a social dilemma may thoroughly understand the situation, may appreciate how each of their actions contributes to a negative outcome, and still be unable to do anything to change the result. There is a considerable part of rational theory related to social dilemmas, and we need to consider these aspects in order to propose solutions for solving distribution problems in self-organizing open systems.

Furthermore, artificial systems usually use optimization techniques for improving the usage of resources and maximize the system performance regarding energy consumption, processing, availability, or other global properties (only considering the system level). This approach is useful if the participants depend on the resources, and they do not have another alternative but to be part of the system. For example, this is a typical scenario in applications in which a centralized controller or an external entity allocates the resources trying to maximize the system performance without recognizing the individual goals of the agents involved in the process. Nevertheless, in systems that need the voluntary participation of autonomous agents and their provision of resources, this approach cannot ensure the sustainability of the cooperation processes and probably lead the system to a social dilemma [133]. As a result, the distribution problem in self-organizing open systems cannot be solved through classic optimization techniques and needs to consider aspects like the agents’ preferences, the cooperation mechanisms, the long-term sustainability of the system itself, and the interdependence between the two levels of analysis mentioned above [141].

In this regard, the distribution problem can be defined as follows: let be \( R \) a common and divisible resource that needs to be allocated to a set of \( n \) agents, in which each agent \( i \) has a demand \( d_i \leq R \) for some portion of the resource. The resource is non-excludable and rivalrous, i.e., it is impossible or costly to prevent an agent from using the resource, and when someone uses the resource, it reduces its availability for others. In other words, given a vector of demands \( \langle d_1, d_2, \ldots, d_n \rangle \) and a divisible resource \( R \), the distribution problem can
be seen as the process in which a set of agents determine by themselves an allocation vector \( \langle r_1, r_2, \ldots, r_n \rangle \) in which \( r_i \) represents the amount of \( R \) allocated to the agent \( i \). \( \sum r_i \leq R \)

It is essential to mention that this process is made in the absence of a centralized controller or other orchestration forms; there is no information about the global state of the system, and it is difficult to predict changes in the operating conditions. The system is composed of a set of interdependent and heterogeneous agents of different provenance, with possibly conflicting goals, interacting asynchronously, in parallel, and peer-to-peer in a dynamic environment. Moreover, there is a scarcity condition, i.e., there are enough resources to keep the agents satisfied in the long-term but insufficient resources to satisfy everyone’s demands at the same time [60, 65]. It is possible to explore solutions for this problem, defining a mutually agreed and understood set of rules to perform the allocation of resources, and helps the system to find equilibrium between the two levels of analysis mentioned above. However, before exploring any solution, it is necessary to consider some questions:

- **How to define an allocation method?** There are many ways in which it is possible to map the agent’s demands to an allocation vector. For example, a dictatorial solution may satisfy the needs of the dictator and divide what is left among the remaining agents. A solution based on merits may distribute the resources according to the social value of each agent. A competitive solution may use auctions. Other schemes may allocate the same amount to each agent without considering their particular demands. However, beyond any solution, it is essential to analyze the distribution problem in the context of the self-organizing open systems; in particular, we are interested in both promote cooperation and ensuring the sustainability of the system. Furthermore, the presumption that a Leviathan is necessary to elude social tragedies leads to the wrong idea that centralized control is the only way to manage common-pool resources. In Section 4.2 a proposal based on self-organizing institutions that may deal with these requirements is presented.

- **Is the allocation fair?** If the agents perceive the distribution of resources as a fair process, they are likely to comply with the rules of the system, cooperate with others, and not turn into free-riders. The aim is keeping them as satisfied as possible to reinforce positive behaviors. In this case, fairness is used to evaluate the allocation of resources in terms of the distribution and the individual satisfaction of the participants. Nevertheless, the essential question remains: how to achieve a fair distribution among a set of autonomous agents? The answer to this question varies among the fields (philosophy, economics, politics, computer science), and there is no single solution. Besides, most of the proposed methods in the context of computational justice allow evaluating the allocation of resources, but they do not give a method for achieving a fair distribution.
3.3 The distribution problem in self-organizing networks

- *Is the method sustainable over time?* The majority of the methods available for allocation of resources in artificial systems do not consider temporal aspects; they are used to analyze static problems in which it is necessary to distribute resources among a set of agents in a given instant of time. These methods do not take into account a sequence of allocation problems that involve the same agents and possible changes in the environmental conditions. Since we are interested in long-term properties like sustainability and enduring cooperation processes, we require to consider the potential long-term consequences of an allocations scheme. For example, it is needed to distinguish between an outcome that seems to be unfair but proves to be fair over time and just a simple sequence of unfair outcomes.

- *How to design cooperation and distribution rules that lead to good social outcomes?* Since we are interested in self-organized systems in which agents have the autonomy to take part or not in the allocation process, it is necessary to create mechanisms to aggregate and combine different agents’ preferences in a sensible way. In other words, it is essentially a problem of voting. These mechanisms allow the participants to decide as a group and considering the interest of all agents before making any decision that affects the whole system. Furthermore, these methods create a relationship between the two levels of analysis mentioned before; the idea is to include the agents’ preferences in the choices related to the distributions process to promote cooperation and increase the individual satisfaction of the agents.

- *Is the method scalable?* According to Olson [142], unless the number of individuals is quite small, or unless there is coercion or some control mechanism to make individuals work in their common interest, rational self-interested agents will not work to achieve collective goals. An agent that cannot be excluded from obtaining the benefits of a collective good once the good is produced has a little or any interest to contribute voluntarily to the provision of that good (free-rider). However, Olson considers as an open question whether intermediate-size groups will or will not voluntarily provide collective benefits. His definition of an intermediate-size group depends not on the number of agents involved in the process, but on how noticeable each agent’s actions are. Besides, the information related to the system state could be socially spread but not useful; it needs to be absorbed by agents. Thus, the limit in the capacity of an agent to make decisions properly depends on its ability to obtain and process information.

- *Where the resources come from?* To understand where the resources come from, we can consider two different scenarios. On the one hand, common but finite resources available in the environment owned by the members of a community that can be used without restriction. For instance, grid computing provides a distributed computing infrastructure based on common resources, in which agents (users or services) take advantage of idle computing
resources to process massive, long-running, computationally-intensive tasks. This scenario is usually analyzed through the Prisoner’s Dilemma. On the other hand, some resources arise as a result of the cooperation processes; they appear because of the combination of the individual contribution of the members of the system. For example, in mobile clouds, each agent provides a part of its resources to create common-pool resources to accomplish individual and collective goals.

3.4. Fairness and computational Justice: background

Justice is an interdisciplinary research area that studies different techniques for distributing the benefits and charges of social cooperation. These ideas have been used to design algorithms to deal with distribution problems in communication networks and also analyze properties like efficiency, load balancing, and QoS. For instance, in a computational system, the resources expect to be distributed equitably amongst all processes and their threads. In computer networks, all nodes expect to have a fair amount of the available bandwidth to send and receive data. Although the notion of Justice initially belongs to social science and philosophy, nowadays, it is considered as an inspiration source for solving computational problems related to the allocation of resources in self-organizing open systems. Table 3-1 review the different applications of these models according to the OSI model.

In order to overview the fairness and computational Justice models in the context of communication systems, we need to classify them into two categories. First, those that have been developed in the context of engineering through classical optimization techniques; this approach mainly takes place in the context of distributed systems and centralized networks. Second, computational justice models inspired by social theories like Distributive Justice and Institutions in which characteristics like cooperation, autonomy, and self-organization are essential aspects of the system operation. Although this research focuses on socially inspired computing, the following Sections reviewed both approaches for the sake of clarity. We do not aim to present a detail description of each model but to analyze their main characteristics for comparison purposes.

3.4.1. Classical engineering approach

Different fairness approaches have been proposed during the last years to assess the allocation of resources in communication systems. In this case, we assume that there is a divisible and finite resource whose total amount is \( R \), and there are \( N \) individuals sharing this resource through an allocation vector \( A = (r_1, r_2, \ldots, r_n) \) in which \( r_i \) represents the amount of the resource \( R \) allocated to the agent \( i \) and \( \sum_{i=1}^{N} r_i \leq R \). According to their measurability,
these techniques can be classified in quantitative and qualitative. A common approach is to represent quantitative measures through real values using a fairness function $f : \mathbb{R}^n \rightarrow \mathbb{R}^+$ based on the allocation vector $A$ in which $n$ represent the number of agents involved in the process; this function is expected to satisfy the following conditions:

R1: $f(A)$ should be continuous on $A \in \mathbb{R}^n$.
R2: $f(A)$ should be independent of the number of participants $N$.
R3: $f(A)$ should be easily mapped on to $[0, 1]$.
R4: $f(A)$ should be easily extendable to multi-resources case.
R5: $f(A)$ should be sensitive enough to variations in $A$.

The requirements R1 and R2 imply that the fairness function is independent of the number of participants and exist in every possible distribution of resources. The third requirement R3 is related to the applicability of the fairness function and its capacity to give an intuitive and direct impression about the current resources allocation. The requirement R4 aims to make the fairness function realistic and implementable in different computational applications. Finally, requirement R5 ensures the fairness function is sensitive enough to cover small variations in the allocation of resources.

Among the most used quantitative measures, we found the Jain Index. It provides a fairness perspective from the system level. Even though this is one of the most used approaches, it is not able to identify unfairly treated individuals and also requires complete information of the system to operate. Tian Lan’s measure is another quantitative model that provides a general approach for fairness analysis. It can be transformed into the Jain’s index, Entropy, max-min, and proportional fairness. Although this is a more general approach, it still requires complete information to perform a fairness evaluation. Entropy can also be used
as a quantitative measure, but it can deal with neither small variations in the resources allocation nor locates unfairness in the system. A detail description of these measures and other quantitative methods can be found in [122].

On the other hand, qualitative approaches cannot assess the allocation of resources in terms of a real number. They evaluate if the distribution method can achieve fairness and provide some guidance for improving the allocation process regarding a well-defined set of conditions. Two of the most conventional approaches are max-min and proportional fairness. The first one represents scenarios in which a system cannot increase any user allocation without decreasing the resources of others. Max-min fairness has applications in flow control, bandwidth sharing, and radio channel accessing. Proportional fairness considers a system as fair if it satisfies a set of conditions related to the difference among the users’ allocation and the availability of resources in the system. Several approaches for proportional fairness have been developed and can be easily extended to multi-resources scenarios. A detail description of these models and other qualitative methods can be found in [122].

In general terms, the classical engineering approach uses objective functions to optimize or evaluate the allocation of resources regarding a set of parameters. However, although there is a diversity of models, they do not provide a well-defined method to achieve a fair distribution process. Table 3-2 presents a comparison of the most used techniques in the context of engineering. We consider the following criteria: Control to indicate whether the model was developed for centralized or self-organizing systems. Priority as the possibility of assigning individual weights during the distribution process. Information to show if the model requires complete information of the system to operate. Measurability to specify if the measure is quantitative or qualitative. Temporality if the model considers changes in the allocation of resources over time. Complexity to describe the computational cost of the fairness evaluation; three levels simple, medium, and complex are used according to the analysis presented.

<table>
<thead>
<tr>
<th>Models</th>
<th>Control</th>
<th>Priority</th>
<th>Information</th>
<th>Measure</th>
<th>Temporality</th>
<th>Complexity</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jain’s index</td>
<td>Centralized</td>
<td>No</td>
<td>Complete</td>
<td>Quantitative</td>
<td>No</td>
<td>Simple</td>
<td>1984</td>
</tr>
<tr>
<td>Envy-based</td>
<td>Either</td>
<td>No</td>
<td>Either</td>
<td>Quantitative</td>
<td>No</td>
<td>Complex</td>
<td>1995</td>
</tr>
<tr>
<td>Proportional</td>
<td>Centralized</td>
<td>Yes</td>
<td>Complete</td>
<td>Qualitative</td>
<td>No</td>
<td>Medium</td>
<td>2004</td>
</tr>
<tr>
<td>Max-min</td>
<td>Either</td>
<td>Yes</td>
<td>Either</td>
<td>Qualitative</td>
<td>No</td>
<td>Simple</td>
<td>2007</td>
</tr>
<tr>
<td>Tian Lan’s</td>
<td>Centralized</td>
<td>No</td>
<td>Complete</td>
<td>Quantitative</td>
<td>No</td>
<td>Complex</td>
<td>2010</td>
</tr>
<tr>
<td>Entropy</td>
<td>Centralized</td>
<td>No</td>
<td>Complete</td>
<td>Quantitative</td>
<td>No</td>
<td>Simple</td>
<td>2011</td>
</tr>
<tr>
<td>Altman</td>
<td>Centralized</td>
<td>Yes</td>
<td>Complete</td>
<td>Qualitative</td>
<td>Si</td>
<td>Medium</td>
<td>2012</td>
</tr>
<tr>
<td>Nowicki</td>
<td>Centralized</td>
<td>No</td>
<td>Complete</td>
<td>Quantitative</td>
<td>No</td>
<td>Medium</td>
<td>2016</td>
</tr>
</tbody>
</table>
3.4 Fairness and computational Justice: background

Table 3-3: A comparison of socially inspired computational justice model

<table>
<thead>
<tr>
<th>Models</th>
<th>Based on</th>
<th>Control</th>
<th>Priority</th>
<th>Applied</th>
<th>Measure</th>
<th>Temporality</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>J. Pitt</td>
<td>Ostrom - Rescher</td>
<td>Distributed</td>
<td>Yes</td>
<td>General model</td>
<td>Quantitative</td>
<td>Yes</td>
<td>2012</td>
</tr>
<tr>
<td>J. Pitt</td>
<td>Ostrom - Rescher</td>
<td>Distributed</td>
<td>Yes</td>
<td>MAS</td>
<td>Quantitative</td>
<td>Yes</td>
<td>2014</td>
</tr>
<tr>
<td>D. Busquets</td>
<td>Ostrom - Rescher</td>
<td>Distributed</td>
<td>Yes</td>
<td>Smart grids</td>
<td>Quantitative</td>
<td>Yes</td>
<td>2015</td>
</tr>
<tr>
<td>F. Torrent</td>
<td>Ostrom - Rescher</td>
<td>Distributed</td>
<td>Yes</td>
<td>Smart grids</td>
<td>Quantitative</td>
<td>Yes</td>
<td>2016</td>
</tr>
<tr>
<td>J. Garbiso</td>
<td>Ostrom - Rescher</td>
<td>Distributed</td>
<td>Yes</td>
<td>VANETs</td>
<td>Quantitative</td>
<td>Yes</td>
<td>2017</td>
</tr>
</tbody>
</table>

in [122]. Note that none of the mentioned measures perform properly regarding all criteria; however, it is possible to use a combination of them as an alternative solution.

It is essential to mention that the majority of the proposals presented in Table 3-2 were developed for centralized systems. Although the max-min model can operate in self-organizing networks, it is not effective in dynamic and uncertain environments. Additionally, most of the models need complete information to compute the fairness measure, and it is not possible to guarantee that condition in a self-organizing environment. Even though the model proposed by Altman takes into account the time in the allocation of resources, it was designed for a centralized operation. Consequently, these approaches are not suitable for facing the distribution problem in self-organizing open systems in which distributed control, incomplete information, and uncertain environments are intrinsic aspects of the network operation.

### 3.4.2. Socially inspired computing approach

Social inspired computing aims to use social behaviors to create computational algorithms that can deal with the decentralized nature of self-organizing systems. In this regard, computational justice uses cooperation patterns, the idea of social Institutions, and Distributive Justice theories to provide an allocation method in which a set of autonomous agents can share and distribute their resources without the intervention of a central controller. Table 3-3 presents an overview of these models. One of the most remarkable proposals in this context is the work presented by Pitt et al. [1] in which a general method for allocating resources in self-organizing open systems is developed. This proposal has been used for multiple applications in smart-grids, multi-agent systems, and the idea behind of democratizing technological platforms. It uses the Borda voting system to combine the agent preferences and establish a priority list that allows the Institution to perform the allocation of resources according to the canons of justice. Although this approach presents an effective method to face the distribution problem, it is computationally expensive due to the voting rounds performed during the process.
Socially inspired computing arises as a potential solution to face the distribution problem in the context of self-organizing systems. These models are developed for scenarios in which attributes like incomplete information, decentralized operation, and autonomous behaviors are a fundamental part of the system operation. It is important to remark that there are no applications of these models in the context of computer networks; however, the current proposals provide us a set of criteria and principles for developing a solution for communication systems. In chapters 4 and 5, we present a proposal for dealing with the distribution problem in self-organizing systems, in particular, for ad hoc networks.

3.5. TLÖN project: a socially inspired computing system

The TLÖN Research Group at the National University of Colombia is developing a project which aims to design and implement a socially inspired computing system using ad hoc networks as the base technology. The idea is to create computational models based on the behavior of social and biological systems that allow us to control the decentralized behavior of an ad hoc network. In this regard, one of the expected functionalities of the TLÖN System is to provide a platform that allows users to share and distribute their resources freely without a central controller. Thus, a computational model for dealing with the distribution problem in self-organizing systems is required. In Figure 3-3, the general aspects of the TLÖN project are presented.

- **Ad hoc network**: it is a self-organizing network in which there is no pre-existing infrastructure; nodes are autonomous, and they can decide what will be their behavior in
the system. This layer provides the computational infrastructure and resources in the system.

- **Virtualization**: it is responsible for operating, collecting, and implement the distributed operation of resources. The aim is to provide applications like Mobile Clouds in which the system can use the resources of the whole system for specific purposes.

- **Multi-agent system**: this layer is responsible for managing and controlling the services offered by the system. We use the agent paradigm to model the system components as autonomous agents; the behavior of the whole system is based on cooperation and competition. The idea is to create an internal social organization based on the notions of community, institutions, and justice.

- **Application**: it represents the set of solutions that can be modeled and implemented through social inspired computing for ad hoc networks. In this case, applications for sensor networks, mobile clouds, and IoT applications can be considered.

- **Programming language**: in order to implement socially inspired computing applications, a specific domain programming language is needed to control and configure the system.

- **Knowledge Dynamics**: it refers to the available mechanisms of knowledge representation and beliefs inside the TLÖN system.

This research is part of the design and development process of the TLÖN System and is directly related to the multi-agent system layer. We aim to model and implement the required computational mechanisms to allow the system to deal with the distribution problem in the context of ad hoc networks.

### 3.6. Conclusions

In this chapter, the distribution problem, cooperation patterns, and some application of common-pool resources were introduced to evaluate their applicability in the context of self-organizing networks. We overview and compare the current fairness and computational justice models. Two different approaches were presented: first, the classical engineering approach, which usually uses a set of measures (quantitative or qualitative) to assess a resource allocation according to a set of parameters. Although there are a considerable number of proposals related to this approach, most of them need a centralized operation and complete information of the system to provide a fairness analysis. Second, socially inspired computing approach which uses social concepts like institutions, distributive justice, and cooperation to create allocation methods based on the behavior of human society. Despite there is no direct application of socially inspiring computing in communication systems, they provide a set of principles that can be used to face the distribution problem in self-organizing communication networks; in particular, ad hoc networks.
4. A computational justice model for resources distribution in ad hoc networks

4.1. Introduction

As we mentioned in chapter 3, the distribution problem in the context of self-organizing networks can be defined as follows: let be $R$ a common and divisible resource that needs to be allocated to a set of $n$ agents, in which each agent $i$ has a demand $d_i \leq R$ for some portion of the resource. In other words, given a vector of demands $\langle d_1, d_2, \ldots, d_n \rangle$ and a divisible resource $R$, the distribution problem can be seen as the process in which a set of agents determine by themselves an allocation vector $\langle r_1, r_2, \ldots, r_n \rangle$ where $r_i$ represents the amount of resources $R$ allocated to the agent $i$. This process is made in the absence of a centralized controller or other orchestration forms; there is no information about the global state of the system, and it is difficult to predict changes in the operating conditions. Also, the system is composed of a set of heterogeneous agents with possibly conflicting goals, interacting asynchronously, in parallel, and peer-to-peer in an uncertain environment [60, 65].

In this chapter, we argue that it is possible to deal with distribution problems in self-organizing communication networks using a combination of socially inspired computing and agent-based modeling. We intend to use living systems analogies to create computational mechanisms inspired by the behavior of biological and social systems. This proposal is comprised of: (a) the Ostrom’s principles for enduring institutions; (b) a cooperation model based on stochastic games; (c) the Rescher’s approach of distributive justice; and (d) adaptation mechanisms through voting systems and genetic algorithms. We take as reference the model introduced in [1]. Essentially, the similarities between the previous works and ours are the Ostrom’s approach for institutional analysis and the use of the Rescher theory of distributive justice. However, the cooperation patterns based on stochastic games and the use of genetic algorithms as an adaptation mechanism are totally different. Also, we used a variation of the equality canon of justice that allows us to improve the response of our proposal to selfish behaviors in the system.
4.2 Self-organizing institutions for collective actions

Accordingly, this chapter is organized as follows: Section 4.2 reviews the Ostrom’s approach for self-organizing institutions. Section 4.3 presents cooperation patterns based on stochastic games as an abstract representation of the distribution process in self-organizing networks. Section 4.4 shows the canons of justice based on the idea of legitimate claims. Section 4.5 presents adaptive strategies based on genetic algorithms and the Borda voting method; the idea is to allow the institutions to adjust their parameters to unexpected changes in the environment. Section 4.6 combine all these elements as a set of exchangeable parameters in the internal architecture of a multi-agent system. Section presents 4.7.3 the experimental anSection 4.8 concludes this chapter.

4.2. Self-organizing institutions for collective actions

Based on extensive work on self-organizing institutions, Ostrom argues that a set of self-interested agents sharing common-pool resources not always will end in a social dilemma like the tragedy of the commons [143]. She noted that in the context of human societies, these problems have often been solved through the use of institutions combined with an understanding of which processes drive human cooperation and how norms and other feedback mechanisms can be used to reinforce positive behaviors. Accordingly, Ostrom identified eight design principles as necessary and sufficient conditions for common-pool resources managed by self-organizing institutions to endure. These principles are listed in Table 4-1. We are interested in the principles 1, 2 and 3, in order to design institutions to manage common-pool resources in the context of ad hoc networks for situations in which the optimal distribution of resources is less important than the persistence of the resources available in the environment.

Institutions are responsible for establishing the structure and regulating the behaviors in a social system; they determine who is eligible to make decisions, what actions are allowed or constrained, and contain prescriptions that forbid, permit or require some actions or outcomes according to a specific context. Using the Ostrom’s approach, we can describe an institution through three different levels of nested rules: first, the operational-choice rules, which are concerned with the actions that affect the physical world like resources appropriation, provision, monitoring, and enforcement. Second, the collective-choice rules, which are concerned with selecting the operational rules, aggregate the agents’ preferences, dispute resolution, and policy-making. Third, the constitutional-choice rules which are responsible for determining who is eligible, and what specific rules are to be used, to modify the collective-choice rules. The three levels are role-based, mutually agreed, mutable and nested in action situations.
Table 4-1.: Ostrom’s design principles

<table>
<thead>
<tr>
<th></th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td><strong>Clearly defined boundaries.</strong> Individuals who have access rights to the institution must be clearly defined, as must the boundaries of the institution itself.</td>
</tr>
<tr>
<td>2.</td>
<td><strong>Congruence between institutional rules and local conditions.</strong> There should be a congruence between appropriation and provision rules and the state of the prevailing environment.</td>
</tr>
<tr>
<td>3.</td>
<td><strong>Collective-choice arrangements.</strong> Most individuals affected by the rules of the institution must be able to participate in the selection and modification of those rules.</td>
</tr>
<tr>
<td>4.</td>
<td><strong>Monitoring.</strong> Monitors who actively audit the application of the institutional rules must be, or be accountable to, those affected by the institutional rules.</td>
</tr>
<tr>
<td>5.</td>
<td><strong>Graduated sanctions.</strong> Members who violate institutional rules are sanctioned according to the seriousness of the violation. These sanctions are given by the other members of the institution.</td>
</tr>
<tr>
<td>6.</td>
<td><strong>Conflict-resolution mechanisms.</strong> The members of the institution should have rapid access to fast, cheap conflict-resolution mechanisms.</td>
</tr>
<tr>
<td>7.</td>
<td><strong>Minimal recognition of rights to organize.</strong> Existence of and control over their own institutions; they are not challenged by external authorities.</td>
</tr>
<tr>
<td>8.</td>
<td><strong>Systems of systems.</strong> The rules governing the institution and the application of the previous seven principles are organized in multiple levels of nested enterprises.</td>
</tr>
</tbody>
</table>

Note that the idea of institutions proposed by Ostrom does not say anything about the fairness of the distribution method or how it could affect the environment state or the cooperation in the system. In fact, the notions of fairness and cooperation are highly related to the allocation method; if the agents perceive the distribution of resources as a fair process, they are likely to comply with the rules of the system and may be willing to cooperate in future interactions. In this regard, we want to complement the Ostrom’s approach for enduring institutions with the theory of distributive justice to evaluate if an allocation scheme can be considered as a fair process. Our goal is not only design institutions for the enduring common-pool resources but also use the idea of justice for promoting cooperation among the members of the system.
4.3 Cooperation in stochastic games

Social dilemmas like the tragedy of the commons lead to analyze how to manage public goods in environments composed of autonomous agents in which there is no centralized control or information. Game theory suggests that iterated games based on reciprocity and trust can deal with these dilemmas. However, the majority of the previous works assume that the public good remains constant over time, no matter the outcome of previous interactions. In this Section, we introduce a cooperation framework based on stochastic games, which allow us to capture the idea that agents affect and are affected by the value of the public good [144]. The agents’ decision of whether to cooperate or to defect not only affects their payoffs but also the game they will play in the next round. Thus, a group of agents can find themselves in one of the multiple states in which they interact in a social dilemma with different payoffs, capturing how the current conditions of the physical and social environment affect the feasible outcomes of the agents.

Consequently, we can use the prisoner’s dilemma and the linear public good game in their stochastic versions for modeling cooperation patterns in self-organizing systems, in particular, ad hoc networks and mobile clouds. On the one hand, the prisoner’s dilemma allows us to represent common but finite resources available in the environment owned by the members of a community that can be used without restriction. On the other hand, the linear public good game allows us to represent resources that arise due to the cooperation among a group of agents. These two scenarios are examples of social dilemmas [133]. In both cases cooperation entails a cost $c > 0$. In the prisoner’s dilemma cooperation produce a benefit $b_i > c$ to the co-player where $b_i$ depends on the current state $i$. In the linear public good game the aggregated cost is multiplied by a factor $r_i$ (with $1 < r_i < n$) and allocated among all agents. Game 1 is more profitable than game 2 if $b_1 > b_2$ or $r_1 > r_2$ and the agents only will play game 1 if everyone has cooperated in the previous round. Figure 4-1 describes theses scenarios.

It is important to mention that in stochastic games, cooperation evolves because defectors are affected in two different forms: first, they could receive less cooperation of other agents in the next rounds if they do not comply with the system’s rules. Second, the agents move collectively towards a less profitable game when some of them are defecting. This situation can be seen as a reduction of the resources available in the environment because of the presence of free-riders in the system. Likewise, if everyone cooperates, the environment could recover, and the original value of the public good can be restored. The different states of the environment correspond to different games that will be played according to the collective behavior of the agents: the more cooperative the agents, the more resources will be.
We can define a stochastic game using five objects [144]:

1. The set of players $N$;
2. The set of possible states $S$;
3. The set of actions $A(s_i)$ that are available to each player in a the state $s_i \in S$;
4. The transition function $Q$ that describes how the current state and the agents’ actions determine the next state; and
5. A payoff function $u$ that describes how the payoff of the players depends on the agent’s actions and the current state.

In this case, the model does not specify how much time passes between consecutive rounds nor restrict the payoffs that are available in each round. We consider stochastic games in which agents can choose between cooperate or defect and their action set is defined by $\{C, D\}$. Initially, agents are in state 1, and the payoffs per round are symmetric and change according to a discounted value during all rounds in the game. In the following Sections, the prisoner’s dilemma and the linear public good game are presented.

### 4.3.1. The prisoner’s dilemma

The prisoner’s dilemma has been extensively used in game theory to explore situations in which autonomous agents act pursuing their interest in environments in which they are not obligated to cooperate even when it seems to be the best for all the members of the system. This model has been usually used to formalized the tragedy of the commons and symbolize the degeneration of the environment to be expected in situations in which many agents use a common scare resource. The prisoner’s dilemma is a non-cooperative game in which each agent has a dominant strategy (to defect no matter what the other agents choose) and represents a paradox in which the best individual strategy leads a situation in which
everyone is worse off. The game is played in consecutive rounds, and the agents take their decisions under self-interest analysis. In each round, each agent $i$:

- Determines its needs of resources, $q_i \in [0, 1]$
- Makes a demand for resources, $d_i \in [0, 1]$
- Receives an allocation of resources, $r_i \in [0, 1]$
-Makes an appropriation of resources, $r'_i \in [0, 1]$

The total amount of resources owned by an agent at the end of the round is given by the resources appropriated rather than allocated. The agents freely decide the amount of resources they want to take from the public good independently of the allocation they received. In this game, cooperate means the agent makes an appropriation lower or equal than the allocation assigned by the institution. Also, in order to include a direct relationship between the amount of resources and the agents’ utility, the payoff function $u$ is given by the following matrix:

$$
\begin{array}{c|c|c}
  & C & D \\
\hline
  C & (b_1 - c)R_t & -cR_t \\
  D & b_1R_t & 0 \\
\end{array}
$$

in which, $R_t \in [0, 1]$ is a value that represents the proportion of the available resources in the environment. After each round, the resources are multiplied by a coefficient $k$ that embodies the interdependence between the collective behaviors of the agents and the availability of resources in the system; if all the agents cooperate, the resources will increase or at least remains in the same value. Otherwise, there will be fewer resources in the next rounds. Note that the value of the coefficient $k$ represents both the capacity of the environment to recover itself under proper conditions and a degeneration process as a result of free-riders in the system.

4.3.2. The linear public goods game

The problem of the voluntary provision of resources has been usually analyzed using the linear public good game \cite{145}. Nevertheless, due to the nature of open self-organizing systems, this model presents some limitations that need to be considered before applying it in the context of ad hoc networks. For example, it assumes that the public payoff is equally distributed even when it is possible for the appropriation to exceed allocation; that there is a full disclosure of all information required for the process; that there is no cost related to monitoring; that the utility for all resources are the same no matter if they are needed or not. As a consequence,
in order to get a more realistic model, we relax some of these conditions using a variation of this game \[146\]. In this case, \(n\) agents form a cluster in which each agent \(i\) owns a quantity of some divisible resource and freely decides if contribute or not to the public good. We assume that agents take their decisions under self-interest analysis, and the game is played in consecutive rounds. In each round, each agent \(i\):

- Determines the resources it has available, \(g_i \in [0, 1]\)
- Determines its needs of resources, \(q_i \in [0, 1]\)
- Makes a demand for resources, \(d_i \in [0, 1]\)
- Makes a provision of resources, \(p_i \in [0, 1] (p_i \leq g_i)\)
- Receives an allocation of resources, \(r_i \in [0, 1]\)
- Makes an appropriation of resources, \(r'_i \in [0, 1]\)

The total amount of resources owned by an agent at the end of the round is given by 
\[ R_i = r'_i + (g_i - p_i), \]
in which \(R_i\) is the sum of resources appropriated by the agent and the ones that it keeps for itself. The contributions of all participants are summed, and the payoff \(u_i\) for the agent \(i\) is given by:

\[
 u_i = \begin{cases} 
 a(q_i) + b(R_i - q_i) & \text{if } R_i \geq q_i \\
 a(R_i) - c(q_i - R_i) & \text{otherwise,} 
\end{cases}
\]

where \(a, b\) and \(c\) are coefficients in \(\mathbb{R}\) that represent the relative utility of getting the resources that are needed, getting resources that are not needed, and not getting the resources that are needed.

Furthermore, independent of its utility and the cooperation pattern (the prisoner’s dilemma or the linear public good game) each agent \(i\) makes a subjective assessment of its satisfaction \(S_i\) expressed as a value in \([0, 1]\) according to the relationship between its allocation and its demands. In this regard, we can define the satisfaction level of the agent \(i\) in the round \(t + 1\) as follows:

\[
 S_i(t + 1) = \begin{cases} 
 S_i(t) + \alpha [1 - S_i(t)] & \text{if } r_i \geq d_i \\
 S_i(t) - \beta(q_i - R_i) & \text{otherwise,} 
\end{cases}
\]

where \(\alpha\) and \(\beta\) are coefficients in \(\mathbb{R}\), which determine the rate of reinforcement of satisfaction and dissatisfaction of each agent. As a result, choosing different combinations of \(\alpha\) and \(\beta\) allow us to model different behaviors in the agents. For example, high values of \(\alpha\) and low values \(\beta\) enable us to model agents with a high level of tolerance to situations in which they do not get what they need. On the other hand, high values of \(\beta\) will make the agents be dissatisfied more quickly, and therefore, they would stop following the institutional rules. This scenario is modeled through a threshold value \(\tau\) and an interval value \(m\). If for \(m\)
consecutive rounds the agent $i$ evaluate $S_i < \tau$ as true, it will stop cooperate. In the case of the prisoner’s dilemma, the agents appropriate an amount of resources greater than the allocated (they turn into free-riders). In the linear public good game the agent leaves the cluster.

**4.4. Distributive justice: Rescher’s approach**

Distributive justice is related to the fair distribution of resources; it includes the available resources in the environment, the method responsible for the distribution, and the outcomes resulted from a specific allocation. The notion of justice is an essential characteristic of any social system because it is responsible for distributing the benefits and charges of social cooperation. We can explore the distributive justice theories through three main families: equality and need, utilitarianism and welfare, and equity and desert. The first family concerns about the welfare of those least advantaged; in this case, the society is organized to give an equal satisfaction of the basic needs. Egalitarianism, Rawls’ theory of justice, and Marxism are examples of this approach. The second family, utilitarianism, and welfare focuses on an efficiency principle that tries to maximize the global welfare of the society, the greatest good for the greatest number. Utilitarian theory, Pareto principles, and Envy-freeness belong to this family. The third family, equity, and desert states that individuals should receive an allocation that is proportional to their contribution to society. Nozick’s theory of libertarian rights belongs to this approach. A detailed description of the three families can be found in [147].

In this research, we use the idea of a pluralistic justice proposed by Konow [147] and previously applied in the methodology introduced in [60, 1, 64]. We aim to consider several perspectives during the process of determining what a fair distribution of resources is and not restrict this consideration to a specific theory. This analysis coincides with the idea of distributive justice proposed by Nicolas Rescher that states individuals should by treating according to the notion of legitimate claims and canons of justice. Table 4-2 summarizes these principles as the canons of equality, need, effort, supply and demand, productivity, and social utility. The Rescher’s idea of justice requires to determine, in context, what the legitimate claims are, how they are accommodated in case of plurality, and how they are reconciled in case of conflict. We intend to combine these canons with the Ostrom’s approach for institutions in order to deal with distribution problems in ad hoc networks. Thereby, we use a computational representation of each canon computing a total order over the set of agents. In this case, $T$ denotes the number of rounds in which the agent $i$ participate in the allocation process. Each canon is described below [1].
Table 4-2: Rescher’s canons of distributive justice

<table>
<thead>
<tr>
<th>$f_1$</th>
<th>Equality</th>
<th>Treatment as equals.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_2$</td>
<td>Need</td>
<td>Treatment according to their needs.</td>
</tr>
<tr>
<td>$f_3$</td>
<td>Productivity</td>
<td>Treatment according to their actual productive contribution.</td>
</tr>
<tr>
<td>$f_4$</td>
<td>Effort</td>
<td>Treatment according to their efforts and sacrifices.</td>
</tr>
<tr>
<td>$f_5$</td>
<td>Social utility</td>
<td>Treatment according to a valuation of their social-useful services.</td>
</tr>
<tr>
<td>$f_6$</td>
<td>Supply and Demand</td>
<td>Treatment according to supply and demand.</td>
</tr>
<tr>
<td>$f_7$</td>
<td>Merits and achievements</td>
<td>Treatment according to their ability, merit or achievements.</td>
</tr>
</tbody>
</table>

$f_1$— *The canon of equality*: we can represent this canon in two different ways: ($f_{1a}$) by ranking the agents in increasing order according to their average allocation;

$$f_{1a}(i, T) = \frac{\sum_{t=0}^{T} r_i(t)}{T}$$ (4-3)

($f_{1b}$) by ranking the agents in increasing order of the everyman satisfaction $S_i$.

$$f_{1b}(i, T) = \frac{\sum_{t=0}^{T} S_i(t)}{T}$$ (4-4)

The original model of computational justice proposed by Pitt et al. [1] considers an additional representation for this canon in which the number of rounds where the agents receive an allocation is used as an equality measure. However, we do not consider this model because even if the agents do not comply with the institution rules, it allows them to get resources from the system.

$f_2$— *The canon of need*: This canon ranks agents in increasing order according to their average demands; in this case, we suppose that similar agents demand average quantity over time, then the agent most in need is the one that so far has made the least demand.

$$f_2(i, T) = \frac{\sum_{t=0}^{T} d_i(t)}{T}$$ (4-5)

$f_3$— *The canon of productivity*: we can represent this claim by ranking the agents in decreasing order according to their average provision:

$$f_3(i, T) = \frac{\sum_{t=0}^{T} p_i(t)}{T}$$ (4-6)
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It is possible to use several alternatives for representing this canon; for example using the total provision \( (\sum_{t=0}^{T_i} p_i(t)) \) or the net provision that is represented by the difference between provision and allocation.

\[ f_4 - \text{The canon of effort:} \text{ Rank the agents in decreasing order according to the number of rounds spent as prosumer. This role is responsible for determining which agents are members of the institution. This canon is congruent with the first institutional principle proposed by Ostrom.} \]

\[ f_5 - \text{The canon of social utility:} \text{ this canon is represented by ranking the agents in decreasing order according to the number of rounds spent in the head. This role is responsible for the allocation of resources.} \]

\[ f_6 - \text{The canon of supply and demand:} \text{ This canon rank the agents in decreasing order according to this measure of compliance; in other words, those agents who follow the norms of the game, which are: first, do not withhold what is available } (p_i = g_i); \text{ second, only demand what is needed } (d_i = q_i); \text{ and third, only appropriate what is allocated } (r_i' = r_i): \]

\[
f_6(i, T) = \sum_{t=0}^{T} [(p_i(t) = g_i(t)) \land (d_i(t) = q_i(t)) \land (r_i'(t) = r_i(t))] \tag{4-7}
\]

This canon assumes that we can monitor every agent’s internal state, monitoring and reporting is perfect, and the cost of monitoring is zero. However, in practice, we only monitoring which is observable and enforceable; appropriation equals to allocation.

\[ f_7 - \text{The canon of merits and achievements:} \text{ this canon is not appropriate in this context and is not represented.} \]

As a final step, all canons of justice are combined using the Borda voting method to generate a priority list that allows the institution to perform the allocation of resources. In this case, each canon of justice is considered as a voter who submits a full order over all agents in the system; if there are \( n \) agents, it contributes \( n - 1 \) points to the highest-ranked agent, \( n - 2 \) points to the second-highest, and so on. The Borda score of an agent is computed from the accumulation of the points given by each vote. As a result, a priority list in descending order is produced based on the results of the voting process. Finally, the institution performs the allocation satisfying the demands of the first agent in the list, then the second one and so on. This process is repeated until there are no more resources to allocate, or all demands are satisfied.
4.5. Adaptive behaviors in self-organizing systems

The idea of adaptation in self-organizing systems is different from other disciplines like machine learning, statistics, or artificial intelligence. In general terms, these disciplines have in mind a single agent acting in an environment that could be unknown, stochastic, partially observable, and so on; it could be challenging to find an optimal strategy, but there is a well-defined notion of what an optimal strategy is. In contrast, in the context of self-organizing communication networks, we have systems composed by multiple agents in which everyone is trying to adapt their strategies and achieve their goals at the same time; when an agent adapt its behavior, it is influenced not only by the environment but also by the behavior of other agents. This condition produces a high level of interdependence among the members of the system, and it is needed to provide institutions with adaptive mechanisms that allow them to adjust their parameters to react appropriately to changes in the agents’ behavior and the environmental conditions.

4.5.1. The Borda voting approach

The notion of voting in the context of distribution problems can be summarized as follow: how should an institution pool the preferences of a set of individuals in order to best reflects the wishes of the population as a whole? We can find different approaches for dealing with this issue through voting systems based on plurality, approval, pairwise elimination, and so on [148]. Nevertheless, we use the Borda voting protocol, which is described as a consensus scheme that selects what is broadly accepted rather than what it is preferred just by the majority. In this method, each voter submits a ranking over the candidates and assign them a number of points; if there are \( n \) candidates, it contributes \( n - 1 \) points to the highest-ranked candidate, \( n - 2 \) points to the second-highest, and so on. The winner (or winners) is who has the maximum amount of points at the end of the voting process.

In order to use this method as an adaptation mechanism, a weight \( w_i \in [0, 1] \) is attached to each canon of justice to adjust their influence in future rounds of the game. We assume the agents will vote by the canons that give them the highest utility. Each agent is treated as a voter, and the canons as the possible candidates; the Borda points of the canon \( f_i \) in a system composed of \( N \) agents are given by:

\[
Borda(f_i) = w_i \sum_{j=1}^{N} p(j, f_i),
\]  

(4-8)

in which \( p(j, f_i) \) represents the number of Borda points assigned by the agent \( j \) to the canon.
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4.5.2 Genetic algorithms

Genetic algorithms are heuristics techniques that are based on the evolution of living systems and are used in complex optimization problems where the solution space is unfeasible. These methods work with an initial population of individuals in which each one represents a possible solution to a specific problem. Genetic algorithms are fundamentally non-deterministic and give rise to the emergence of a new organism through recombination and mutation of the genetic code. Generally, this methods perform four steps to produce a new set of solutions: initialization, evaluation, selection, and reproduction. This process is repeated until a satisfactory solution appears. We aim to use the continuous genetic algorithm approach to explore how different combinations of weights during the allocation process. The four steps are described below [149]:

1. *Initialization:* To begin GA, a set of solutions is described through a genetic code or chromosome. Usually, the first population is randomly generated and represented within a data structure. In this case, the initial population is composed of $N_{pop}$ chromosomes defined as a combination of weights for the canons of justice; chromosome = $[w_1, w_2, \ldots, w_7]$ in which $w_i \in [0, 1]$ and $\sum_i w_i = 1$.

2. *Evaluation:* this mechanism is used to measure the capacity of each solution to solve the problem; it is made through a fitness function that represents the level of optimality of each individual. Therefore, the fitness of a chromosome is defined by $f(w_1, w_2, \ldots, w_7)$, in which $f(\cdot)$ represents the average satisfaction of all agents after $n$ rounds of the game.

3. *Selection:* the genetic algorithm picks individuals out among the current population to produce the next generation according to the results of the evaluation step; the idea is
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to consider the ones with the best evaluation results. In this case, we select the 50% of the chromosomes with the best fitness score.

4. **Reproduction:** in this step, two individuals are recombined through genetic operators like crossover and mutation to create a new individual; the chromosomes are randomly pairing; each pair produces two offspring that contain traits of each parent.

We intend to use this method as an alternative to discover a possible combination of weights that work better during the distribution process. Although assigning equal value to each canon of justice seems to be the best choice, it is necessary to verify it with experimental analysis.

### 4.6. Putting all the pieces together

In order to generate a computational executable specification that combines the principles for enduring institutions, the cooperation models based on stochastic games, the Rescher’s canons of distributive justice and the adaptative mechanisms presented in Section 4.5, we use the framework for institutional analysis introduced by Ostrom as the internal architecture of a multi-agent system [143]. This framework enables us to use the notion of action situations to create a relationship among the set of agents, the physical attributes of the environment, and the institutional agreements related to the distribution process. The proposed architecture is presented in Figure 4-2. In this model, an action situation represents any point in time and space in which a set of agents can cooperate for managing and sharing common-pool resources. Accordingly, we can define a multi-agent system as follow:

\[
M = \langle N, A, I, \xi \rangle \tag{4-10}
\]

where:

- \( N \) is the set agents;
- \( A \) is the set of action situations;
- \( I \) is the set of institutions; and
- \( \xi \) represents the physical attributes of the environment.

Each action situation has a number of roles according to the institutional rules; in this case, we use the roles of prosumer and head: the prosumer determines which agents have access to institutional rights. The head is responsible for performing the allocation of resources. Furthermore, each action situation \( a_i \in A \) can be defined by:

\[
a_i = \langle c, \ell, g \rangle \tag{4-11}
\]

in which:
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In this Section, we evaluate the effectiveness of the proposed model using a set of experiments to analyze different aspects related to the distribution process. For each scenario,

- $c$ represent the set of agents related to the action situation $a_i$, such that $c \subseteq N$;
- $\ell$ is a specification of $I$; and
- $g$ is a game that describes cooperation pattern in the system.

The institution specification $\ell$ is defined through two levels of nested rules based on the Ostrom’s approach. The first level, the *operational-choice rules*, is represented as a function that maps a set of demands to a set of allocations. This function is exchangeable and allows us to explore different distribution methods like legitimate claims, equality, random allocation, maximin and so on. The second level, the *collective-choice rules*, combines the agents’ preferences and compute new weights of each canon justice during the allocation process. The voting system is also exchangeable and independent of the institution’s structure. The combination of all these elements enables us to do a meta-analysis of the distribution problem not only in terms of the main components involved in the process but also regarding the information flows in the system. The model includes a set of exchangeable parameters based on the idea of action situation that allows us to maintain the structure of the multi-agent system no matter if the cooperation pattern, the allocation method, the adaptive mechanisms, or the voting system are changed.

**Figure 4-2.:** An institutional approach for resources distribution
several allocation methods, voting systems, and adaptive mechanisms are used in order to
assess the performance of the model and verify if the system behaves as expected. We struc-
tured this part as follows: Section 4.7.1 presents the configuration parameters common to
all experiments; Section 4.7.2 describe the purpose of each simulation scenario and Section
4.7.3 reports the obtained results. The full source code is available for download.

4.7.1. Experimental method

To implement and test the simulations, we use the simulator NetLogo, which is a multi-
agent programmable modeling environment widely used in teaching and research of complex
systems. It is essential to mention that not only our method is tested, but also previous
works for comparison purposes. The following configuration parameters are used unless stated
otherwise:

- The simulations are composed of two different types agents: on the one hand, com-
pliant agents who are willing to follow the institutional rules, appropriating what is
allocated by the institution. On the other hand, selfish agents who can cheat on the
demand, provision, or appropriation actions according to a probability value of 0.25;
this probability represents malicious repeated behaviors in the system.
- The Prisoner’s dilemma uses the following parameters value: \( b_1 = 2, c = 1 \) and \( k = 0.4 \).
- We use a population of 30 agents in the experiments; this number allows us to observe
global patterns of behavior and the possible effects of the selfish agents in the system.
- An agent \( i \) is formed of a set of variables that define its behavior; in this case, \( q_i, d_i, p_i, g_i, r_i \) and \( r'_i \) represent need, demand, provision, availability, allocation, and
appropriation of resources in the current round. These variables depend on the coope-
ration pattern and are used according to the games presented in Sections 4.3.1 and
4.3.2.
- \( S \) represents the agent’s satisfaction and \( u \) the agent’s utility; both are updated after
each round.
- \( \alpha = 0.1, \beta = 0.1, \tau = 0.1, m = 3, S(0) = 0.5 \) are stated as the initial values for all
agents in the simulations. These parameters determine if an agent keeps following the
institutional rules; if for \( m \) consecutive rounds, the agent \( i \) evaluate \( S_i < \tau \) as true, it
will stop cooperate. These values represent a moderate behavior in which an agent will
wait for several rounds without satisfactory results before stopping cooperate. Values
of \( \beta = 0.4 \) are used to represent agents with more volatile behavior. These parameters
are selected according to the results presented in \( [1] \).
- The agents’ behavior is defined as follows: compliant agents will demand what they
need (\( d = q \)), provision what is available (\( g = p \)), and appropriate what is allocated

\( ^1 \text{https://github.com/jpospinalo/ComputationalJustice} \)
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$(r' = r)$. On the other hand, selfish agents could increase its demand above what it needs $d = q + \text{rand}(0, 1) \times (1 - q)$; reduce their provision of resources $p = g \times \text{rand}(0, 1)$; or increase the quantity appropriated above what has been allocated by the institution $r' = r + \text{rand}(0, 1) \times (1 - r)$.

- A resource is modeled by a variable $R \subseteq \xi$, which represents the available resources in the environment or the sum of the agents’ provision according to the cooperation pattern. Furthermore, to fulfill the second design principle for enduring institutions, we ensure that the expected value of the sum of all agent’s needs is equal to the available resources in the system. This condition not only maintains the scarcity condition but also ensures that in the long-term, there are enough resources to keep satisfied all the agents in the system. It is important to mention that without this principle, this problem turns into a viability problem instead of a distribution problem.
- Each experiment was repeated 50 times using different random seeds to keep randomness in the simulation.

To analyze the data related to the experiments, we use the following metrics:

- **Average utility:** $\bar{u}_c$ and $\bar{u}_s$ represent the average utility of the agents during the simulations; $\bar{u}_c$ correspond to the compliant group and $\bar{u}_s$ to the selfish group.
- **Fairness:** we evaluate the fairness of distribution process using the Gini index over $(\sum_{i=0}^{T} r_i / \sum_{i=0}^{T} d_i)$; an index of 0 represents perfect equality, and 100 represents perfect inequality. This metric is usually used as a statistical measure of the distribution of resources in social systems.
- **Average satisfaction:** $\bar{s}_c$ and $\bar{s}_s$ represent the average satisfaction of the agents during the simulations; $\bar{s}_c$ correspond to the compliant group and $\bar{s}_s$ to the selfish group.

### 4.7.2. Simulation scenarios

We performed several sets of experiments to evaluate the behavior of the distribution method; in each case, we use both cooperation patterns mentioned in Section 4.3.

- **Scenario 1: evaluating different allocation strategies.** This scenario has the purpose of verifying if our model achieves better results than other distribution schemes. We consider the following methods for comparison purposes:

  A. **Random-appropriation:** each agent appropriate a random proportion of the available resource; this process is repeated until the resource is depleted.
  B. **Random-allocation:** the institution performs a random allocation among the agents without considering their demands; the sum of all allocations is equal to the available resources in the system.
C. *Equal-allocation:* the institution allocates an equal proportion of resources to each agent.

D. *Computational-justice:* the institution performs the allocation according to the Rescher’s approach for distributive justice. In this case, we use an equal and fixed weight for each canon justice.

— *Scenario 2: adaptive strategies.* In this scenario, we evaluate how selfish agents affect the performance of the distribution method regarding cheating behaviors in demand, provision, and appropriation actions. Also, we aim to verify the effect of the adaptive strategies mentioned in Section 4.5. We use these methods to modify the weight of each canon of justice and allow the institution to adjust their parameters to possible changes in the agents’ behavior.

— *Scenario 3: volatile agents.* In this scenario, we explore the performance of the model in simulations composed by agents with a higher volatile behavior, i.e., agents who decrease faster their satisfaction level if the institution does not fill their demands. Also, we use adaptive strategies to verify if they represent an opportunity to deal with these behaviors.

### 4.7.3. Experimental results and performance evaluation

The results presented in this Section were generated by running the simulation scenarios described above. After each experiment, we analyze the obtained data and compare them with expected results.

**Scenario 1: evaluating different allocation strategies**

In this set of experiments, we compared the evaluation of different distributions schemes; all scenarios were composed of complying agents. Table 4-3 and Figure 4-3 show the results for the cooperation pattern based on the prisoner’s dilemma; Table 4-4 and Figure 4-4 show the results for the cooperation pattern based on the linear public good game. In both cases, the results show how an equal distribution is inappropriate under a scarcity condition. This affirmation coincides with the analysis presented in [1], and controvert the idea in which allocating the same amount of resources is a good alternative to face the distribution problem in self-organizing open systems. It is essential to remark that the agents’ satisfaction depends on the capacity of the institution to satisfy the agents’ needs, and not just for a particular allocation method that seems to be fair from the system level. Additionally, even though the Gini-index shows a proper fairness evaluation for the equal allocation, the agents’ utility is affected because of the institution does not consider their demands; this situation affects the endurance of the cooperation process in the long-term.
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Figure 4-3.: Scenario 1 PD: comparison of allocation methods

Table 4-3.: Scenario 1 PD: comparison of allocation methods

<table>
<thead>
<tr>
<th>Allocation Method</th>
<th>Gini-index</th>
<th>$u_c$</th>
<th>$s_c$</th>
<th>Round</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computational justice</td>
<td>$0.0029 \pm 0.0005$</td>
<td>$0.9002 \pm 0.0006$</td>
<td>$0.9835 \pm 0.0040$</td>
<td>2500</td>
<td>$1.00 \pm 0.00$</td>
</tr>
<tr>
<td>Random allocation</td>
<td>$0.0013 \pm 0.0002$</td>
<td>$0.0002 \pm 0.0011$</td>
<td>$0.4960 \pm 0.0044$</td>
<td>2500</td>
<td>$0.99 \pm 0.01$</td>
</tr>
<tr>
<td>Equal allocation</td>
<td>$0.0000 \pm 0.0000$</td>
<td>$0.0008 \pm 0.0014$</td>
<td>$0.4798 \pm 0.0393$</td>
<td>2500</td>
<td>$0.98 \pm 0.03$</td>
</tr>
<tr>
<td>Random appropriation</td>
<td>$0.0980 \pm 0.0002$</td>
<td>$-0.0084 \pm 0.0011$</td>
<td>$0.000 \pm 0.044$</td>
<td>2500</td>
<td>$0.01 \pm 0.01$</td>
</tr>
</tbody>
</table>

Similarly, the notion of sustainability can be defined according to the cooperation pattern. In the context of the prisoner’s dilemma, we represent this attribute as the availability of resources at the end of the game. Although both the random and the equal allocation methods result in a sustainable distribution process, the computational justice model shows a better performance regarding the satisfaction of the agents. In the context of the linear public good game, sustainability is represented as the number of players that remain at the end of the simulation. In both scenarios, the computational justice model achieved better performance in comparison with the other allocation methods. Table 4-4 shows the final round for each scenario.

On the other hand, the random appropriation method showed the worst performance in terms of the agents’ utility and the sustainability of the cooperation process. These results show how the lack of a suitable allocation method can lead the system to a social dilemma and also exhibit the high sensibility of this proposal to appropriation cheating actions. However, these results show how an allocation method based on computational justice is a potential alternative to deal with the distribution problem in self-organizing open systems.
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Figure 4-4: Scenario 1 LPG: comparison of allocation methods

Table 4-4: Scenario 1 LPG: comparison of allocation methods

<table>
<thead>
<tr>
<th>Allocation Method</th>
<th>Gini-index</th>
<th>$u_c$</th>
<th>$s_c$</th>
<th>Round</th>
<th>$N_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computational justice</td>
<td>0.0040 ± 0.0029</td>
<td>0.1177 ± 0.0077</td>
<td>0.6488 ± 0.0192</td>
<td>2500</td>
<td>30</td>
</tr>
<tr>
<td>Random allocation</td>
<td>0.0006 ± 0.0007</td>
<td>−0.289 ± 1.871</td>
<td>0.0461 ± 0.0225</td>
<td>19</td>
<td>0</td>
</tr>
<tr>
<td>Equal allocation</td>
<td>0.0000 ± 0.0000</td>
<td>0.2012 ± 0.0121</td>
<td>0.653 ± 0.0264</td>
<td>97</td>
<td>2</td>
</tr>
<tr>
<td>Random appropriation</td>
<td>0.084 ± 0.0018</td>
<td>−0.0474 ± 0.0143</td>
<td>0.2742 ± 0.0144</td>
<td>527</td>
<td>2</td>
</tr>
</tbody>
</table>

Scenario 2 PD: selfish agents

To see how our proposal reacts to selfish agents, we analyze the behavior of the model through the three possible cheating strategies: demanding more than is needed, appropriating more than is allocated, and provisioning less than is available. The experiments were performed with a population of 30 agents (21 compliant and 9 selfish), playing a game for 2500 rounds. It is the typical population used to analyze scenarios in which selfish agents can have a significant impact on the performance of the model [1]. Moreover, we include both adaptive strategies as part of the institution’s behavior to adjust the weight of each canon of justice and verify if these methods result in better control of cheating behaviors. Table 4-5 presents the results for the cooperation pattern based on the prisoner’s dilemma; Table 4-6 shows the results for the cooperation pattern based on the linear public good game.

In both cases, the experiments show how computational justice can deal with cheating behaviors related to provision and demand. In the context of the prisoner’s dilemma, sustainability is not affected keeping a significant part of the resources at the end of the game. On the other hand, in the linear public good game, the computational justice model promotes cooperation prioritizing the allocation over compliant agents and gradually forcing selfish agents to leave.
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Table 4-5.: Scenario 2 PD: adaptive strategies

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Cheating Method</th>
<th>Gini-index</th>
<th>(u_c)</th>
<th>(u_s)</th>
<th>(s_c)</th>
<th>(s_s)</th>
<th>(R)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed</td>
<td>Demand</td>
<td>0.01 ± 0.02</td>
<td>0.71 ± 0.03</td>
<td>0.27 ± 0.03</td>
<td>0.66 ± 0.12</td>
<td>0.01 ± 0.02</td>
<td>0.83 ± 0.07</td>
</tr>
<tr>
<td></td>
<td>Appropriation</td>
<td>0.10 ± 0.02</td>
<td>-0.06 ± 0.01</td>
<td>-0.06 ± 0.01</td>
<td>0.0 ± 0.0</td>
<td>0.0 ± 0.0</td>
<td>0.03 ± 0.01</td>
</tr>
<tr>
<td>Voting</td>
<td>Demand</td>
<td>0.01 ± 0.01</td>
<td>0.58 ± 0.07</td>
<td>0.22 ± 0.03</td>
<td>0.34 ± 0.13</td>
<td>0.26 ± 0.09</td>
<td>0.70 ± 0.08</td>
</tr>
<tr>
<td></td>
<td>Appropriation</td>
<td>0.07 ± 0.02</td>
<td>-0.06 ± 0.01</td>
<td>0.06 ± 0.01</td>
<td>0.0 ± 0.0</td>
<td>0.0 ± 0.0</td>
<td>0.01 ± 0.01</td>
</tr>
<tr>
<td>GA</td>
<td>Demand</td>
<td>0.01 ± 0.02</td>
<td>0.73 ± 0.07</td>
<td>0.29 ± 0.03</td>
<td>0.72 ± 0.11</td>
<td>0.52 ± 0.08</td>
<td>0.85 ± 0.17</td>
</tr>
<tr>
<td></td>
<td>Appropriation</td>
<td>0.07 ± 0.02</td>
<td>-0.06 ± 0.01</td>
<td>0.06 ± 0.01</td>
<td>0.01 ± 0.01</td>
<td>0.0 ± 0.0</td>
<td>0.03 ± 0.01</td>
</tr>
</tbody>
</table>

Table 4-6.: Scenario 2 LPG: adaptive strategies

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Cheating Method</th>
<th>Gini-index</th>
<th>(u_c)</th>
<th>(u_s)</th>
<th>(s_c)</th>
<th>(s_s)</th>
<th>(N_c)</th>
<th>(N_s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed</td>
<td>Demand</td>
<td>0.01 ± 0.01</td>
<td>0.11 ± 0.01</td>
<td>-0.06 ± 0.02</td>
<td>0.64 ± 0.01</td>
<td>0.43 ± 0.07</td>
<td>21</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Appropriation</td>
<td>0.01 ± 0.01</td>
<td>0.14 ± 0.01</td>
<td>-0.01 ± 0.01</td>
<td>0.64 ± 0.01</td>
<td>0.6 ± 0.1</td>
<td>18</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Provision</td>
<td>0.10 ± 0.01</td>
<td>0.08 ± 0.04</td>
<td>0.08 ± 0.02</td>
<td>0.64 ± 0.01</td>
<td>0.52 ± 0.05</td>
<td>21</td>
<td>2</td>
</tr>
<tr>
<td>Voting</td>
<td>Demand</td>
<td>0.01 ± 0.02</td>
<td>0.11 ± 0.01</td>
<td>-0.05 ± 0.02</td>
<td>0.63 ± 0.01</td>
<td>0.40 ± 0.08</td>
<td>19</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Appropriation</td>
<td>0.01 ± 0.02</td>
<td>0.12 ± 0.01</td>
<td>0.02 ± 0.01</td>
<td>0.64 ± 0.01</td>
<td>0.61 ± 0.01</td>
<td>18</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Provision</td>
<td>0.01 ± 0.01</td>
<td>0.08 ± 0.01</td>
<td>0.05 ± 0.02</td>
<td>0.63 ± 0.01</td>
<td>0.26 ± 0.08</td>
<td>19</td>
<td>1</td>
</tr>
<tr>
<td>GA</td>
<td>Demand</td>
<td>0.01 ± 0.01</td>
<td>0.12 ± 0.01</td>
<td>-0.08 ± 0.02</td>
<td>0.64 ± 0.01</td>
<td>0.50 ± 0.01</td>
<td>21</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Appropriation</td>
<td>0.01 ± 0.02</td>
<td>0.13 ± 0.01</td>
<td>0.01 ± 0.01</td>
<td>0.65 ± 0.01</td>
<td>0.61 ± 0.01</td>
<td>19</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Provision</td>
<td>0.01 ± 0.01</td>
<td>0.08 ± 0.01</td>
<td>0.07 ± 0.01</td>
<td>0.64 ± 0.01</td>
<td>0.51 ± 0.06</td>
<td>21</td>
<td>2</td>
</tr>
</tbody>
</table>

the system. In contrast, scenarios composed of cheating appropriators show the ineffectiveness of our proposal to deal with this behavior; in both cases, the cooperation process does not endure and lead the system to a social dilemma. These results can be understood as a consequence of the scarcity condition and show the need to develop alternative mechanisms to face this situation. A possible solution could be using retributive justice to control and punish misbehave agents as is suggested in [60].

Furthermore, the adaptation strategies do not represent a better performance in comparison with a fixed weights scenario. Our proposal exhibit robustness regarding cheating actions in provision and demand and allow the institution to perform an allocation without the additional computational cost that represents to include adaptive mechanisms in the model. This result denotes an improvement in comparison with the initial proposal for computational justice [1], in which an institution with fixed weights is not able to deal effectively with these types of behaviors. It is important to mention that this improvement appears because of a variation in the equality canon of justice, as we explained in Section 4.4.

Scenario 3: volatile agents

In these set of experiments, we analyze the performance of the model in environments composed by volatile agents. The aim is to verify how the distribution model responds to situations in which the satisfaction level of the agents decrease faster if the institution does not fulfill
their demands. Besides, we use the adaptive strategies presented in Section 4.5 to confirm if these methods are useful in these scenarios. We selected values of \( \beta \in [0,1,0.6] \) to include agents with a lower tolerance to not getting what they need. Figure 4-5 present the result of both adaptive strategies in comparison with a fixed weights scenario.

In both cases, the results show how the utility of the agents decreases with high values of \( \beta \), and depict how the distribution process has a certain level of dependency on stable social conditions. In an environment in which the agents turn into free-riders faster, the institution does not have the opportunity to stabilize the distribution process creating a dissatisfaction reinforcement that affects the performance of the system. Moreover, although the use of adaptive strategies describes a performance improvement for some values of \( \beta \), these methods do not represent a significant enhancement if we consider the additional computational cost associated with introducing these methods as part of the institutional structure. As a result, we need to consider the behavior of the agents as an essential input for the distribution process, no matter the allocation rules used by the institution.

4.8. Conclusions

In this chapter, we proved that it is possible to deal with the distribution problem in the self-organizing open system using a combination of socially inspired computing and agent-based modeling. In particular, this proposal was composed of: the Ostrom’s approach for institutional analysis, cooperation patterns through stochastic games, the Rescher’s idea of distributive justice, and adaptive mechanisms through voting systems and genetic algorithms. The result showed how an allocation process based on computational justice is a potential alternative to deal with the distribution problem in environments formed by autonomous agents operating without a central controller or other orchestration forms. It is essential to mention that this
work was developed on the foundation of self-organizing electronic institutions established by Pitt et al. [1], in which they showed the potential value of the distributive justice and social institutions as part of the future technological developments.

On the other hand, the notion of action situation allows us to maintain the structure of the multi-agent system no matter if the cooperation pattern, the allocation method, the adaptive mechanisms, or the voting system are changed. This structure enables us to do a meta-analysis of the distribution problem not only in terms of the main components involved in the model but also regarding the information flows in the system. Moreover, the inclusion of stochastic games as part of the cooperation patterns results in a suitable choice for modeling the relationship between the environment state and the agents’ actions; this feature gives us a more realistic version of the distribution problem and results in better cooperation levels. Furthermore, we modified the canon of equality introduced in the initial proposal of computational justice, producing a distribution method that can deal with cheating actions in provision and demand without the use of adaptive strategies; this feature decreases the computational cost involved in the allocation process and represents an improvement regarding previous works.

In conclusion, we have shown how it is possible to create computational models using social and biological systems as an inspiration source. In particular, the distribution problem is perhaps as ancient as human society and draws an opportunity to use social concepts as an input for developing new algorithms for self-organizing communication networks. Furthermore, some parameters in this proposal need to be considered for future research; for example, selfish agents with multiple strategies, new values for the cooperation patterns, variations of the current adaptive methods, and different approaches for distributive justice. We expect the inclusion of these elements allows us to model a self-organized communication network as a social system.
5. A self-organizing multi-agent system for ad hoc networks

5.1. Introduction

A big challenge during the process of implementing ad hoc networks is to endow them with autonomous, scalable, and adaptative behaviors. These conditions create the need to design and implement computational mechanisms to allow the network to adapt its parameters to possible changes in the operating conditions. Similarly, all artificial systems use management and control processes to control their behaviors. The management process consists of manipulating subsystems, parameter updates, and verify the system state. Control is about feedback and run-time control based on the possible variations in the environment. Both processes are required to maintain, operate, and adapt the system to unexpected situations. In this regard, the agent paradigm provides a conceptual framework to face the challenge of implementing ad hoc networks using self-organization as a design principle. In this chapter, we propose a multi-agent system as a computational framework for developing ad hoc network applications based on socially and biologically inspired computing. We aim to provide an easy and low-cost mechanism for implementing ad hoc networks through the agent paradigm.

The rest of this chapter is organized as follows: Section 5.2 reviews the basic ideas and the most common applications of ad hoc networks. Section 5.3 presents the two different approaches in the agent paradigm: the agent-based modeling for analyzing complex phenomena and the multi-agent system for implementing engineering artifacts. In Section 5.4 the proposed architecture for the multi-agent system is presented according to the Structured analysis and design technique (SADT) methodology. Section 5.4.1 describes the artificial agents using structural and functional perspectives. In Section 5.5, we explored applications like coverage expansion, sensor networks, and mobile clouds. Finally, Section 5.6 concludes the chapter.

5.2. Ad hoc networks: a brief overview

Ad hoc networks are self-organizing systems composed of autonomous nodes of different provenance operating without a central controller [14]. Nodes, users, and services can compete
or cooperate to achieve individual and collective goals. Thus, it is reasonable to assume a common language, and a mutually agreed set of rules that specify the acceptable behaviors in the system [31]. It is possible to identify six critical features in ad hoc network [60, 39]:

- **Cooperation and competition:** nodes, users, and services depend on cooperation processes to achieve their goals. However, network components could be unreliable and may have conflicting aims. For example, if they are competing for the same resources;
- **Mutability:** the environment, the topology, and the system state can change frequently and unpredictably; ad hoc networks have highly dynamic operating conditions, and also each component has to deal with first encounter problems;
- **Partial and uncertain knowledge:** because of interactions are asynchronous, in parallel, or peer-to-peer, and no one has complete and reliable information about the system state. Each component only has a partial (and possible subjective) knowledge of the overall system. Besides, the union of this knowledge may be inconsistent;
- **Self-organization:** There is no central controller or other orchestration forms; nodes have to resolve differences, deal with first encounters, cope with uncertainty, and recover from errors by and between themselves;
- **Endogenous resources:** The nodes provide all the resources according to their computational capabilities. There are no external resources that can be used by the system, so it is reasonable to assume an economy of scarcity;
- **Error expectation:** Due to competition, conventional rules, and high levels of autonomy, behavior contrary to the specification should be expected. Errors may result from accidents, need, or design (free-riders). So, it is necessary to distinguish between their causes and how to recover from them.

Two reasons can lead to the use of an ad hoc network: the unavailability of infrastructure or high costs related to its deployment. There are scenarios in which it is impossible to have a network infrastructure [18, 14]. For example, emergency situations like floods or hurricanes in which the rescue process requires a quick setup of a communication network. Similarly, ad hoc networks are useful when it is possible to avoid unnecessary costs for deploying a traditional network infrastructure. For instance, in rural sites or in construction areas in which it is too expensive or inconvenient to set up a network just for temporary use. Another scenario could be collaborative and distributed computing for quick data transfers and resource sharing among collaborating people, e.g., during a conference, in a classroom, or for deploying a mobile cloud [61]. Some applications of the ad hoc network are presented in Figure 5-1

First, VANETs are formed spontaneously and have short lifetimes [62, 39]. Cars work as nodes connected through a wireless channel with the purpose of exchanging information about traffic, roads, or weather. VANETs have variations in the number of nodes and highly
dynamic topologies. As a result, they face challenges related to routing, data dissemination, and coordination for vehicle platooning. Secondly, WSNs are used for collecting and processing data in environments without infrastructure [48, 57]. Typical applications of WSNs are environmental monitoring, emergency networks, and smart cities. All these scenarios include multi-hop topologies, resource constraints, and different mobility patterns. Finally, there is a growing research area related to precision agriculture in which communication networks are used to observing, measuring, and responding as fast as possible to environmental conditions in crops [150, 151]. The goal of ad hoc networks in this scenario is to provide a decision-making support system to optimize the production process in an environment without a pre-established communication infrastructure. It is important to mention that regardless of the application, all cases share similar conditions like dynamic nature, lack of centralized control, autonomous operation, and a need for solving problems through collective actions. Thus, we can use biologically and socially inspired computing for modeling and implementing ad hoc networks enough robust and adaptive to operate in the scenarios mentioned above [59].

5.3. The agent paradigm

The use of the agent paradigm for studying complex systems is a significant and growing research area in natural science and engineering [152]. There are two agent approaches: agent-based modeling (ABM) and multi-agent systems (MAS) both with different methodologies, application, and goals [153, 154]. In the first place, ABM is used for representing and simulating the actions of a group of autonomous agents, and capture their dynamic for
5.4 A self-organizing multi-agent system for ad hoc networks

It is possible to use the agent paradigm for modeling an ad hoc network as an interaction network of two levels. First, the physical level represents the network devices and their wireless connection operating in a self-organizing manner. Second, the software agents and their relationships create an interaction network at the logic level. The agents can be grouped based on their goals and behavior to create coalitions related to specific network functionalities. In this context, biologically and socially inspired computing take a fundamental role because they provide computational mechanisms to promote autonomy, sociability, and adaptative behaviors in the system. It is expected by the agents and coalitions to exhibit the behaviors described in chapter 2 for controlling and managing the system.

Formally, a multi-agent system can be defined as a fixed and finite set $N = \{1, 2, 3, \ldots, n\}$ of agents inside an environment. A coalition, $C$, is simply a subset of $N$. The grand coalition is the set of all agents $N$. The idea of coalition implies some common purpose or commitment to collective goals. Figure 5-2 describes the expected behavior of a multi-agent system. We
need to consider two levels of analysis. In the first place, the system level (or a macro-level) wherein all agents and coalitions are combined, and they cooperate or compete for achieving an overall outcome. At this level, we find properties like sustainability, system functionalities, fairness, emergent properties, or any measure that allows analyzing the system as a single unit. In the second place, we have the agents level (or micro-level) wherein autonomous agents are pursuing their agendas according to a self-cost-benefit analysis. The agents’ strategies, goals, actions, and individual behaviors are found at this level. As a result of the agents’ goals, a value system is created for describing any resource that the agents can use to improve their status according to the system state. For example, in the context of self-organizing networks, these resources can be represented as information, CPU, memory, energy, or collaboration. Additionally, for designing a MAS, we need to define the following elements: the agent architecture, their social organization, the interaction patterns, and the environment. A detail description of these elements is presented below.

5.4.1. Artificial agents: functional and structural perspectives

The first step for building a multi-agent system is to define how we are going to build at least one of them. In this regard, it is necessary to specify how an agent can be modeled as a set of software components and explain what is expected in terms of behavior and structure. An agent can be defined as a computer system that is situated in an environment and is capable of autonomous action. Although there are different computational approaches for designing and implementing agents, we can establish some of their expected features:
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- **Autonomy**: This is an essential attribute for the notion of agency. It can be defined as the quality or state of being self-governed. However, there is a spectrum in the notion of autonomy that we need to consider. At one extreme, there are human beings; we have as much freedom as anybody does concerning our beliefs, goals, and actions. On the other hand, we have simple software applications; they do what they were programmed to do. However, there are many possibilities between these two extremes. We explore these possibilities in Section 5.4.1 based on the idea of cognitive states.

- **Reactivity**: An agent can perceive signals of its environment and respond appropriately to changes that occur in it in order to satisfy its designing goals. The central role of reactivity is to define an interaction pattern that allows us to describe the agents’ behavior according to a set of states and the possible relationships among them.

- **Proactivity**: It is expected for artificial agents to exhibit goal-directed behavior by taking advantage of the opportunities available either in the environments and in their social group. The intention is design systems that not only respond to environmental changes but also take actions autonomously for achieving their goals without the need of an external stimulus.

- **Social ability**: Artificial agents are capable of interacting with other agents in order to satisfy their designing goals. Social abilities are needed in environments formed by a set of co-dependent components in which there is a tension between individual and collective rationality. In this case, the agents need to compete, cooperate, and negotiate with others for achieving individual and collective goals.

- **Adaptation**: We can define adaptation as the process in which a system changes to cope with variations in the environment. These changes can be a result of any alteration in the structure or function of the system. Adaptive behaviors are useful to deal with non-stationary problems where the searching space is changing continuously.

**A structural perspective: Sartrean model**

Figure 5-3 provides a model to represent the structure of a living organism from two different points of view: Biological and Social. On the one hand, we can analyze a living organism from the biological perspective through three different levels of organization: Phylogeny (P), Ontogeny (O), and Epigenesis (E) [115, 113]. First, Phylogeny is related to the temporal evolution of the genetic program. This process is fundamentally non-deterministic and gives rise to the emergence of new organisms through recombination and mutation of the genetic code. Second, Ontogeny is related to the development of a single individual from its genetic material. Finally, Epigenesis is concerned about the learning process in which an organism can integrate information from the outside world through interactions with the environment. We can understand the POE model as follows: Phylogeny involves evolution; Ontogeny involves development, and Epigenesis involves learning. In this regard, evolutionary computing can
be seen as a simplified artificial counterpart of Phylogeny in nature. Multicellular automata, self-replicating, and self-healing software are based on ontogeny properties. Finally, artificial neural network and artificial immune systems can be seen as examples of epigenetic processes.

On the other hand, at the social level, we can extend the biological perspective using a social approach. We can represent this level through three new axes. The idea is to provide an expansion of the POE model. The axis are: being for-itself, being in-itself and being for-others. Being for-itself allows us to encapsulate the desires of an agent; it refers to its capacity to define a goal and or a purpose by itself. Being for-other allows us to encapsulate complex social patterns like cooperation, competition, altruism, and collaboration. Finally, being in-itself is related to being conscious; a set of behaviors that allow an agent to reason about its goals, actions, needs, and internal states. It is important to mention that these three levels assume higher levels of cognition. We can summarize as follows: Being for-itself as cognition, being in-itself as metacognition and Being for-others as sociability. This model, known as Sartrean agent, was proposed by Ortiz J. and is the basis of the Tlön Project.

A functional perspective: cognitive states

Figure 5-3 offers a classification of the behaviors exhibited by living organisms based on the complexity of their cognitive state. Accordingly, we can classify the behaviors of an agent in the following types: vegetative, reflex, reactive, motivated, rational, and social. The vegetative behaviors are the ones that are in an organism by default; for example, breathing, metabolizing, and so on. In the context of artificial agents, these behaviors are related to the implicit internal functions of a software application. Usually, these behaviors are not considered by an external observer because they are always there. Reflex behaviors are stimulus-response-based. If there is a stimulus in the environment, the agent always produces an action as a

---

\(^1\) A detail description can be found at http://www.tlon.unal.edu.co/proyecto-tlon/modelo-social
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response. *Reactive* behaviors are also stimulus-response-based. However, reactive behavior includes an action selection process, which may cause the action will not be executed despite the presence of the stimulus. Finite state machines are usually used to represent this kind of behavior

*Motivated* behaviors are those that need both an external stimulus and internal motivation. We assume as internal motivation the stimulus related to the individual goals and needs of the agent. *Rational* behaviors are usually linked to decision models and the use of symbolic language for representing and manipulating information through logical axioms during the action selection process. Furthermore, in situations in which the agent can reasoning about what he is reasoning, i.e., it is aware of its behaviors and actions, we can think about him as a conscious agent. Both rational and conscious behaviors require higher levels of cognition. It is important to mention that the boundaries between different types of behaviors are fuzzy, and we cannot define them accurately.

Traditionally, the notion of rationality has been used in artificial intelligence to model decision-making processes and reasoning schemes. They aim to produce computational mechanisms that allow the evaluation and execution of actions in order to maximize the goals of an individual. We can analyze rationality from two different scenarios. First, situations in which a single agent is acting in an environment that could be unknown, stochastic, partially observable, and so on. It could be difficult to find an optimal strategy, but there is a well-defined notion of what an optimal strategy is. In this case, decision theory provides a set of formal techniques to analyze individual decision process. Second, situations composed by multiple agents in which everyone is trying to adapt their strategies and achieve their goals at the same time. When an agent adapts its behavior, it is influenced not only by the environment but also by the behavior of other agents. We can use game theory for modeling collective behaviors based on cooperation and competition.

Finally, we have social behaviors; in particular, we are interested in them because they are the basis of collective actions. Cooperation, competition, and negotiation depend on the ability of an agent to recognize other agents in the environment and also be able to interact with them as part of a social group. Although both living organisms and societies can be considered as meta-systems, the difference between them is the level of autonomy in their components. While the units of an organism have little or no independence, those in a social system have a maximum level (for instance, human society). Also, we can recognize complex social patterns like cooperation, institutions, symbolic language, and justice, in environments in which agents develop highs level of sociability. Our goal is to produce these kinds of behaviors as emergent properties in the system. Since we want to use sociability as a way to increase
the capacity of the system to solve problems to collective actions, it is needed to define the possible social behaviors of the agents. Figure 5-4 provides a classification of them based on the notion of interaction.

5.4.2. Multi-agent system: proposed architecture

For describing the structure of the multi-agent system, we use the *Structured analysis and design technique* (SADT), which allows us to make a top-down decomposition. The idea is using blocks to represent entities and activities to perform a functional examination of the system. Figure 5-5 presents a perspective of the second level of analysis. Appendix A provides a complete description of the proposed architecture, and also the full source code is available for download\(^2\). Accordingly, the multi-agent system is formed by seven components: *Natural laws*, *Cultural laws*, *Register*, *Communication*, *Resources*, *Agent factory*, and *World*. The *Natural laws* refers to any configuration or parameter associated with the environment. It defines the shape of the system, i.e., the rules which determine how the different components will be related. It is important to mention that in the current stage of this research, we are interested in *Cultural laws*, leaving a detailed design of *Natural laws* for future work.

Similarly, the *Agent factory* allows us to implement software agents according to the model presented in Section 5.4.1. Reflex and reactive behaviors use finite state machines to describe different states and their possible relationships. Rational behaviors use decision theory and optimization techniques as part of their action selection process. Social behaviors are modeled using game theory through cooperative, non-cooperative, and coalitional games. They aim to create scenarios based on cooperation and competition to solve problems through collective actions. Each agent is programmed as a process which has embodied one or more

\(^2\)https://github.com/jpospinalo/MAS_TLON
behavior represented a set of threads. All agents encapsulate their internal states and behaviors. Note that this is one of the main differences between an object and an agent from the implementation perspective. Objects only encapsulate their internal state; encapsulate the agent’s behavior allows us to consider them as autonomous entities.

The *Resources* component serves as a communication interface between agents and the available computational resources in the system. The idea is to implement a set of mechanisms to allow the agents to use the distributed resources provided by the virtualization layer described in chapter 3. Also, since we expect high levels of heterogeneity, the agents need a common framework to help them to interact and exchange information. Thus, a common ontology and a well-defined interaction format (Protocol) are required to ensure that the messages will have the same meaning for all participants. Accordingly, we adopt a declarative approach used in The FIPA Agent Communication Language (FIPA-ACL) to provide these functionalities through the *Communication* component. Also, the *Register* module has the responsibility to identify, register, and manage the agents of the system. It works as a directory in which the agents are registered and describe services and tasks that they can perform. A detail description of the Register module can be found in 6.

Furthermore, the *Cultural laws* component is responsible for defining the possible interaction
patterns in the system. We explored classical models of game theory like non-cooperative and coalitional games. Some experimental results of this analysis can be found in [4, 3]. Also, this component contains the implementations of social institutions and computational justice based on the model presented in chapter 4. Finally, we have the World component that represents an action situation in which the agents and the institutions interact in order to manage and share common-pool resources. We deployed these seven components in each node as an instance of the multi-agent system. We aim to produce the required computational mechanisms to allow the network to operate as a self-organizing system in which the global patterns of behaviors and main functionalities emerge as the result of local interactions.

5.5. Experimental results and performance evaluation

In this Section, we evaluate the multi-agent system through three different scenarios. We present two of the most common application of the ad hoc networks using the agent paradigm to control and regulate the system. First, we explore coverage expansion, which is a promising opportunity due to the capacity of ad hoc networks to operate with several topologies and mobility patterns. Second, we set a sensor network in a rural area in order to collect information regarding the levels of temperature and humidity. This experiment has the purpose of exploring future applications of this proposal in the context of crops and agriculture. Finally, we configured a scenario to evaluate the performance of the computational justice model presented in chapter 4. In all scenarios, we use a set of raspberry pi devices to create an ad hoc network using the IEEE 802.11n. Table 5-1 present the principal hardware features of the devices involved in the experiments. The software characteristics are presented below:

- Linux kernel: Linux 4.9
- Batctl: Batman-adv 2016.4
- A.L.F.R.E.D: Alfred-2016.4
- Multi-agent system: python 3.6

In all experiments, we use the routing protocol B.A.T.M.A.N. *(Better Approach To Mobile Ad hoc Networks)*, which is developed by the Freifunk community to replace OLSR protocol. B.A.T.M.A.N. is available in the Linux kernel with some extra functionalities like the A.L.F.R.E.D. Deamon *(Almighty Lightweight Fact Remote Exchange Daemon)* which allow us to disseminate information in the system using a hierarchical configuration. B.A.T.M.A.N. is used at the network layer as a mechanism to exchange information and allow the multi-agent system to communicate different environments at the same time. A detail description of this protocol can be found in [155].
Table 5-1.: Hardware features of the nodes

<table>
<thead>
<tr>
<th></th>
<th>Raspberry pi-2</th>
<th>Raspberry pi-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>ARM Cortex A7</td>
<td>ARM Cortex A53</td>
</tr>
<tr>
<td>CPU speed</td>
<td>900 Mhz</td>
<td>1200 Mhz</td>
</tr>
<tr>
<td>RAM</td>
<td>1 GB</td>
<td>1GB</td>
</tr>
<tr>
<td>Storage</td>
<td>MicroSDHC port</td>
<td>MicroSDHC port</td>
</tr>
<tr>
<td>WI-FI</td>
<td>No built-in Wifi</td>
<td>802.11n</td>
</tr>
</tbody>
</table>

5.5.1. Coverage expansion

A remarkable application of an ad hoc network is its capacity to provide coverage expansion using the system capabilities to operate under different topologies and mobility patterns. For instance, in rural sites or in construction areas in which it could be too expensive or inconvenient to set up a network just for temporary use. Similarly, a related situation occurs when it is commonly needed to relocate network services to one place to other avoiding technical complications. In these scenarios, we can use the natural flexibility provided by self-organizing networks and the agent paradigm to configure a network with these properties. In this regard, using the functionalities provided by the B.A.T.M.A.N. protocol, we can define a node as a gateway that will be responsible for providing internet service. Figure 5-6 presents the network topology. Reactive and reflex agents are used to provide internet service through the multi-agent system. Each node has an instance of the environment and a set of agents to measure and control the system.

During the network operation, we performed connectivity tests sending a ping from each node to the internet provider while the distance between the nodes was increased gradually. We aim to evaluate the network behavior using the throughput and the time intervals in the ping request as performance metrics. Figure 5-7 presents the obtained results. It is possible to notice an increment in the connection times as a result of a dynamic topology. The more distance between the nodes, the more time is needed for establishing a connection. Although it is a natural result, it is important to note the high performance of the routing protocol. It can support periods in which some nodes are not available for sending messages. However, when they return to the connection area, the routing algorithm automatically integrates them into the network. According to the results, the average distance between nodes to keep the network operating in acceptable conditions was the 60 meter. Even when this property is not because of the multi-agent system, it provides a certain level of reliability and robustness for the applications that will be work on it.

For the experiment, we analyzed more than 600 samples in which each sample represent a
RTT (round-trip time or round-trip delay time) measurement. The time responses fluctuate according to the distance between the node and the gateway. Also, Figure 5-7 shows how, for intervals greater than 2.5 seconds, there was an entire disconnection of the network [2]. These results showed the strong influence of mobility patterns and the distance among the nodes in the network performance. Although the nodes kept connected during almost all experiments, the delay increased significantly, producing a restriction over the possible future applications. A detailed description of coverage expansion results can be found in [2].

5.5.2. Sensor network

Sensor networks are used for collecting and processing data in environments without infrastructure [48, 57]. They can be used for environmental monitoring, emergency networks, and smart cities. All these scenarios include multi-hop topologies, resource constraints, and different mobility patterns. Sensor networks are characterized by having considerable limitations regarding computational resources and the control mechanisms for distributing the task in the network. Also, there is a growing research area related to precision agriculture in which wireless technologies are used to observing, measuring, and responding effectively to changes in crops and production systems. It is essential to mention that in Colombia, this is one of
the most promising applications of this type of technology. In the long-term, this proposal has the intention of providing a framework for developing these applications using the agent paradigm, ad hoc networks, and socially inspired computing.

In this experiment, we configured a sensor network using the multi-agent system in an area available for farming to evaluate variations in its levels temperature and humidity. The ground has an area of 471.7 m$^2$ and was located in Sopo, Cundinamarca. Figure 5-6 and 5-8 describes the network topology. We use reactive and reflex agents to collect and process the data provided by the sensors. Each node has an instance of the environment and a set of agents to control the system. Also, a web service is used to process the data and determine the location of each node using a GPS. Figure 5-9 presents the obtained results. During the experiment, the sensors are sensing the environment and flooding the network with data. The agents are responsible for sending the collected data to the web service. We analyzed...
400 samples during the experiment. The results showed the direct relationship between the mobility pattern and the performance of the system. However, the information provided by the sensors is analyzed and processed as we expected. It is important to mention that the purpose of this scenario is to explore the future application of this proposal in the context of precision agriculture using low-cost hardware and the flexibility provided agent paradigm.

5.5.3. Mobile clouds

In this scenario, we emulated a mobile cloud to evaluate the computational justice model proposed in chapter 4. In this experiment, all agents have the possibility of sharing their own storage in order to create a public good that can be used for all participants. Also, using distributed storage is an opportunity to deal with possible server failures and take advantage of the free memory in the network devices. All agents’ interactions are based on the linear public good game. Also, a self-organizing institution was created for dealing with the distribution problem according to the principles of computational justice. We used the same performance metrics as proposed in chapter 4. Additionally, selfish agents were created to evaluate how they affect the performance of the system regarding cheating behaviors in demand, provision, and allocation actions. Figure 5-10 presents the obtained results. It is essential to mention that due to hardware limitations, this experiment considers only 5 agents and 50 rounds in each game.

The results show how the behavior of the computational justice model in the ad hoc network is very close to the behavior obtained in the simulations presented in chapter 4. Using principles of distributive justice in the context of mobile clouds promotes cooperation prioritizing the allocation over compliant agents and gradually forcing selfish agents to leave the
system. Also, scenarios composed of cheating appropriators show the ineffectiveness of this model to deal with this selfish strategy. [60]. In general terms, these results agree with the expected behavior and allow us to consider the use of this proposal for dealing with the distribution problem in the context of mobile clouds. It is important to mention that even when the model presents an acceptable behavior, there are hardware constraints that we need to consider if we want to implement this model in a real environment. In particular, delays in communication and the aggregate computational cost of the distributed resources operation.

5.6. Conclusions

In this chapter, a multi-agent system for self-organizing communication networks was proposed. We overview some of the most significant applications of the ad hoc networks and their connection with the philosophy behind the agent paradigm. Two different approaches for creating artificial agents were presented: first, the functional approach that allows us to model and implement different types of behavior based on the observed actions of the agents. Second, the Sartrean model, which provides us a structural perspective based on biologically and socially inspired computing. A proposed architecture for the multi-agent system was described using the Structured analysis and design technique (SADT) in which the main components of the system were explained. Furthermore, we explored the performance of the system through three different experimental scenarios in which we evaluate applications like coverage expansion, sensor network, and the application of computational justice in the context of mobile clouds. Despite these applications belong to an exploratory stage of this research, they show the relevance of the socially inspiring computing in the context of communication systems; in particular, ad hoc networks.
6. Conclusions

We showed that it is possible to use biologically and socially inspired computing for building communications systems. We argue that an abstract analysis of biological and social phenomena can be made to create a conceptual framework for developing a new kind of networking technology. Biologically inspired computing can be used for achieving efficient and scalable networking under uncertain conditions and socially inspired computing for solving problems through collective actions. The combination of these two approaches enables us to develop communication networks not only enough robust and adaptive to operate in highly dynamic environments but also with the capacity to use collective behaviors for solving complex problems.

Additionally, the current fairness and computational justice models for communication systems were overviewed and compared. We presented two different approaches: first, the classical engineering approach, which usually uses a set of measures (quantitative or qualitative) to assess a resource allocation according to a set of parameters. Although there are a considerable number of proposals related to this approach, most of them need a centralized operation and complete information of the system to provide a fairness analysis. Second, socially inspired computing approach which uses social concepts like Institutions, Distributive Justice, and cooperation to create allocation methods based on the behavior of human society. Despite there is no direct application of socially inspiring computing in communication systems, they provide a set of principles that can be used to face the distribution problem in self-organizing communication networks; in particular, ad hoc networks.

We proved that it is possible to deal with the distribution problem in the self-organizing open system using a combination of socially inspired computing and agent-based modeling. In particular, this proposal was composed of: the Ostrom’s approach for institutional analysis, cooperation patterns through stochastic games, the Rescher’s idea of distributive justice, and adaptive mechanisms through voting systems and genetic algorithms. The result showed how an allocation process based on computational justice is a potential alternative to deal with the distribution problem in environments formed by autonomous agents operating without a central controller or other orchestration forms. It is important to mention that this work was developed on the foundation of self-organizing electronic institutions established
by Pitt et al. [1], in which they showed the potential value of the distributive justice and social institutions as part of the future technological developments.

Furthermore, the notion of action situation allows us to maintain the structure of the multi-agent system no matter if the cooperation pattern, the allocation method, the adaptive mechanisms, or the voting system are changed. This structure enables us to do a meta-analysis of the distribution problem not only in terms of the main components involved in the model but also regarding the information flows in the system. Moreover, the inclusion of stochastic games as part of the cooperation patterns results in a suitable choice for modeling the relationship between the environment state and the agents’ actions; this feature gives us a more realistic version of the distribution problem and results in better cooperation levels. Moreover, we modified the canon of equality introduced in the initial proposal of computational justice, producing a distribution method that can deal with cheating actions in provision and demand without the use of adaptive strategies; this feature decreases the computational cost involved in the allocation process and represents an improvement regarding previous works.

Finally, a multi-agent system for self-organizing communication networks was proposed. We overview some of the most significant applications of the ad hoc networks and their connection with the philosophy behind the agent paradigm. Two different approaches for creating artificial agents were presented: first, the functional approach that allows us to model and implement different types of behavior based on the observed actions of the agents. Second, the Sartrean model, which provides us a structural perspective based on biologically and socially inspired computing. A proposed architecture for the multi-agent system was described using the *Structured analysis and design technique* (SADT) in which the main components of the system were explained. Furthermore, we explored the performance of the system through three different experimental scenarios in which we evaluate applications like coverage expansion, sensor network, and the application of computational justice in the context of mobile clouds. Although these applications belong to an exploratory stage of this research, they show the relevance of the socially inspiring computing in the context of communication systems.
A. Appendix A: MAS architecture using SADT

In this section, we present the different levels of the multi-agent system using the SADT methodology. A detail description of this proposal and the full source code are available for download at https://github.com/jpospinalo/MAS_TLON.
Multi-agent system
Appendix A: MAS architecture using SADT
Essence

Sartre Model

Being In-itself

1

Formal Language

Metacognition

Storage

7

In-itself analogy

User modifications

Metacognitive mechanisms

11

Being For-itself

3

Decision models

Cognition

Storage

7

User modifications

Cognitive mechanisms

11

Being For-others

3

Collective action mechanisms

Formal Language

Social Ability

Storage

1

7

For-others analogy

User modifications

11

Mathematical tools

Operating system

Biological and social phenomena

Users

Communities builder
Communities builder

Abstract Agent

Abstract Behavior

Agents builder

Behaviours

1. Mathematical tools
2. Operating system
3. IEEE Standards
4. World
5. Users
6. Visibility
7. Existence
8. Essence
Bibliography


